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MATLAB & Simulink in Research
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Research with MATLAB and Simulink

Latest Features

Use Cases  Resources

Overview

Get MATLAB and Simulink for

Researchers in engineering and science require platforms that let them explore and express new Academic Research

ideas, solve difficult problems, and create tools, leveraging a robust and flexible computational
foundation. MATLAB and Simulink are widely used across industries for research and product )
development, so you can apply your research to interesting and challenging real-world examples. § Getatrial - | U Se CG Ses

» See if you have a campus license

» 7 Reasons to Use MATLAB ‘MathWorks-a Products  Solutions  Academia  Support  Co

Explore how MATLAB is used for neuroscience applications

Rusemsch Hligblighis Earth, Ocean, and Atmospheric Sciences

Overview  Working with Geoscience Data  Teaching Geoscience with MATLAB ~ Seisi

N
Seismology: An Active MATLAB Community

Seismolegists around the world use MATLAB to study seismic events, from eart H B 2 M g
analysis of data from sensor sites. uman brain GPP'”Q
Explore how scigntists use MATLAB in seismology, download the code, and leal Use cases illustrating analysis of macroscopic data modalities,

Images of remotely sensed subsurface @ 8:51
MATLAB Analysis of Prestack Seismic: Using MATLAB

Interictal (normal) data

Beyond the Geophysicist's Sandbox (Highlights) The Robot Made Me Do It: How Robots are Changing ~ MIT rese:
the Lives of Children with Disabilities magnify n =
€
Read story Read stor g
GISMO: MATLAB Toolbox MATLAB for Analyzing and BRTT Technologies
for Scientific Research in Visualizing Geospatial Data Antelope Software (Tool
Seismology and Infrasound (Video)

(File Exchange)
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Accelerating Your Research Activities Featore T
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TNG Data Project and Jupyterlab Interface

) www.tng-projectorg

s |

www.tn|
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Request ac
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Public Data Access

Project: http://www.tng-project.org/
Jupyterlab: tng-project.org/data/lab/
(i) reading a given particle type and/or data field from the snapshot files,

) readi _ _ Scripts: http://www.tng-
(i) reading only the particle subset from the snapshot corresponding to a halo or subhalo, i .
(iii) extracting the full subtree or main progenitor branch from either SubLink or LHaloTree for a given sul Dl'OleCt Orq/d ata/dOCS/SC” ptS/

(iv) walking a tree to count the number of mergers,
(v) reading the entire group catalog at one snapshot,
(vi) reading specific fields from the group catalog, or the entries for a single halo or subhalo.

We provide example scripts for reading the data files of the lllustris[TNG] simulations. They are availz
includes:

DATAACCESS  EXPLORE

We expect they will provide a useful starting point for writing any analysis task, and intend them as a
that they can be quickly understood and extended.

Currently available are: Python (3.6+ recommended), IDL (8.0+ required), and Matlab (R2013a+ requi
for that language.

In all cases, these scripts assume that you have downloaded local copies of the relevant files. Paths e Ct
in to all read functions. The locations of group catalog files, snapshot files, and merger trees files are ; 3
snapPath(), and treePath() . These can be modified as necessary to point to your local files, but it i al simulations.

TNG188-1/
TNG188-1/output/
= group catalogs: TNG1@8-1/output/groups_899/fof subhalo_tab_@9%.%.hdfS
= snapshots: Tnelee-1/output/snapdir_@99/snap_899.*. hdfs

TNG18@-1/postprocessing/
- offsets: TNG1ee-1/postprocessing/offsets/offsets_*.hdfs
= SubLink mergertree: TNG1@8-1/postprocessing/trees/sublink/tree_extended. *. hdfs
- other catalogs: TNG18@-1/postprocessing/catalog _name/files*.hdfs



http://www.tng-project.org/
http://www.tng-project.org/data/lab/
http://www.tng-project.org/data/docs/scripts/
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MATLAB Community Tools for Astronomy

https://www.mathworks.com/matlabcentral/fileexchange?sort=downloads _desc&g=astronom

Contact Us Howto Buy Lisa

‘MathWorkse Products  Solutions Academia Sunnart  Communitc - Fuents =

&« & & https://www.mathworks.com/matlabcentral/fileexchange/69815-matlab-astronomy-astrophysics-toolbox-maat
File Exchange

MATLAB Central =  Files  Authors = My File Exchange = Contribute
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Filter by Source 43 RESULTS

] Community 48

Filter by Category Satte | h

Using MATLAB Sam__ rbits Satd Fl e EXC Cll"lgE
Language 4 r “Fu

Fundamentals Maon

cox MATLAE Central ~  Files  Authors My File Exchange  Contribute  About

Data Import and 1

Analysis
Mathematics 2 Hig .
MATLAB Astronomy & Astrophysics Toolbox (MAAT)
Science and Industry 32
) Spril . . .
Image Processing and 2 e — version 1.0.3 (129 MB) by Eran
Computer Vision — )
Dals Analyticsand 1 | — A collection of functions and classes for astronomy and astrophysics experimental and theoretical researc
Machine Learning .
Signal Processing ang 2 Zer https://github.com/EranOfek/MAAT
Wireless 5 = ] Zem
Communications =] 0 |
B & & |
- e - orthe
Filter by Type & .g & &
[] Functions 47 n Colle )
_ _ Overview
Filter by Product Family Rol
[ MATLAB 47 Olde

Solv

nas  The MATLAB Astronomy & Astrophysics Toolbox (MAAT) is a collection of functions and classes for astronomy and astrophysics
bour
experimental and theoretical research.

Funt

o Sat  The toolbox is organized in several packages and sub packages that allow easy-to-navigate platform, as well as several
/ < € :':: "container” classes (e.g., image, catalog, time containers) with their own functions (methods), as well as static classes. The

f A P foolbox contains detailed documentation and examples, as well as a detailed help section for each function (see documentation).



https://www.mathworks.com/matlabcentral/fileexchange?sort=downloads_desc&q=astronomy
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LIGO: Spot 1s--Ever Gravitational Waves with MATLAB

. ‘I\/IEltl’l\"\é’(]'l'l(-b"3 Products Solutions Academia Support Community — Events
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i i Blogs
NPy S T

MATLAE Central »  All MathWorks Blogs »  Subscribe «

Owverview  Search Technical Articles ~ Mewsletters +  Cleve's Comer Collection  Sign Up

Cleve’s Corner: Cleve Moler on Mathematics and Computing

Confirming the First-Ever Detection of Gravitational Waves by Serentic computng, morh & more
Analyzing Laser Interferometer Data
Recent Posts Archive Dark Energy Gravitational Waves
[ e Posted by Cleve Moler, April 1, 2016
BY Matthew Evans__ MIT ;&zﬁflﬁ:g};gﬂs and Energy Vorlices Near
' Recent theoretical, observational and computational results establish
At about 7 a.m. on September 14, 2015, | received an email from my colleagues in Europe notifying me of an extracrdinary 12 MAR Benchmarking a GPU the dawn of the universe affect the clock rate of silicon digital process
event: Two detectors in the Laser Interferometer Gravitational-Wave Observatory (LIGO) had simultaneously identified what 4 MAR Amaze, A Maze Generator
appeared to be a fransient gravitational-wave signal—a “ripple” in space-time. 18 FEB Experiments with Variable Format Half Contents
Precision » EdPlum

As a member of the team that developed the LIGO instrumentation, | was excited but also slightly apprehensive. | was excited : o )

. . . . L i 18 JAN Floating Point Arithmetic Before IEEE « LIGO
because If the signal was authentic, it would mark the first ime that a gravitational wave had ever been directly observed, 754
confirming Albert Einstein’s prediction of their existence, made a century ago. It would also mark the first observation of a pair * LIGO Labs

of black holes merging to form a single black hole. My colleagues and | were apprehensive, however, because we did not yet Categories » LIGO Gravitational Waves
know whether the signal came from a genuine gravitational wave or was merely the result of some error in the LIGO control History 104 + Dark Energy Gravitational Waves
system and instrumentation. Precision 13 « The signal

i i B ; : People 60 + The sound
| immediately downloaded the LIGO data onto my laptop, opened MATLAB", and began analyzing the recorded signals and
visualizing the data. In the months that followed, my LIGO colleagues and | confirmed that we had, in fact, detected a Eigenvalues 20 * The spectrogram
gravitational wave, and identified its source: the cataclysmic collision of two black holes with a combined mass 60 times greater Numerical Analysis 51 » Expectations

than our sun in a galaxy more than one billion light years away (Figure 1).

more ¥ Ed Plum

Article
Blog post



https://www.mathworks.com/company/newsletters/articles/confirming-the-first-ever-detection-of-gravitational-waves-by-analyzing-laser-interferometer-data.html
https://blogs.mathworks.com/cleve/2016/04/01/dark-energy-gravitational-waves/
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NASA Build Kepler Pipeline tools with MATLAB

download: github.com/nasa/kepler-pipeline

& C "] kitHub, Inc. [US] | https://github.com/nasa/kepler-pipeline X ¢

Kepler Science Data Processing Pipeline

The Kepler telescope launched into orbit in March 2009, initiating NASA's first mission to discover Earth-size planets orbiting
Sun-like stars. Kepler simultaneously collected data for ~160,000 target stars over its four-year mission, identifying over 4700
planet candidates, 2300 confirmed or validated planets, and 2100 eclipsing binaries. While Kepler was designed to discover
exoplanets, the long term, ultra-high photometric precision measurements it achieved also make it a premier observational
facility for stellar astrophysics, especially in the field of asteroseismology, and for variable stars, such as RR Lyrae stars. The
Kepler Science Operations Center (SOC) was developed at NASA Ames Research Center to process the data acquired by
Kepler starting with pixel-level calibrations all the way to identifying transiting planet signatures and subjecting them to a
suite of diagnostic tests to establish or break confidence in their planetary nature. Detecting small, rocky planets transiting
Sun-like stars presents a variety of daunting challenges, including achieving an unprecedented photometric precision of ~20
ppm on 6.5-hour timescales, supporting the science operations, management, and repeated reprocessing of the
accumulating data stream.

The scientific objective of the Kepler Mission is to explore the structure and diversity of planetary systems. This is achieved by
surveying a large sample of stars to:

® Determine the abundance of terrestrial and larger planets in or near the habitable zone of a wide variety of stars;

e Determine the distribution of sizes and shapes of the orbits of these planets;

e Estimate how many planets are in multiple-star systems;

® Determine the variety of orbit sizes and planet reflectivities, radii, masses and densities of short-period giant planets;
¢ |dentify additional members of each discovered planetary system using other techniques; and

Determine the properties of those stars that harbor planetary systems.


github.com/nasa/kepler-pipeline
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Artificial Intelligence

= Development of computer systems to perform tasks that
normally require human intelligence

Machine Learning

Decision Deep Logistic
Trees Learning Regression

K-means SVM

Nearest Re€lnforcement Learning

Neighbor Gaussian
Mixture
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Machine Learning and Deep Learning

[ Machine Learning }
I

4 )
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[No Labeled Data]
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Machine Learning and Deep Learning

[ Machine Learning }
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Machine Learning and Deep Learning

[ Machine Learning }

4 )

Unsupervised

Learning
[No Labeled Data]

RN

Supervised Learning
[Labeled Data]

~

~

Clustering

) (

g

Classification }[ Regression

J
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Deep Learning

~

>

Supervised learning typically involves
feature extraction

Deep learning typically does not

involve feature extraction

4\ MathWorks
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What is Deep Learning?
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Deep Learning

« Subset of machine learning with automatic feature extraction
— Learns features and tasks directly from data

— More Data = better model

Deep Learning

Machine ,
L ear n i n g = = 1 CONVOLUTIONAL NEURAL NETWORK (CNN) CAR “

LEARNED FEATURES e TRUCK X

Deep
Learning

BICYCLE X

13



Deep Learning uses a neural network architecture

O A0
O g\ g T iet=®
A REANRKEASRSK
ERCIFRLIRL IS
OFRNHENNEN=C
Input Output
Layer Layer

4\ MathWorks



Deep Learning datatypes
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Example 1: Detection and localization using deep learning

=7 - o
oLeftTurn e

~ "-..TE : = ".,1:‘ 4

== B oy ¥

b

YOLO v2 (You Only Look Once) Semantic Segmentation using SegNet

16
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Example 2: Analyzing signal data using deep learning

I= I

" . i File Edit View Insert Tools Desktop Window Help N

File Tools View Playback Help ) | = S — ]

: e FEEDEIEE:

Q-|C-F A & i
- - — |

0 s A A A A A e A VAt LY TP A AN AR A A A AP AMAA AN A Pt VA A

- 4 Video Preview - Microsoft.. — O X

Pause

Actual: Laying
Estimated: Laying

Processing Offset=31.317 (ming) T=1879.04

Signal Classification using LSTMs Speech Recognition using CNNs

17
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Machine Learning vs Deep Learning

Deep learning performs end-to-end learning by learning features, representations and tasks directly
from images, text and sound
Deep learning algorithms also scale with data — traditional machine learning saturates

CAR v \

I MANUAL FEATURE EXTRACTION CLASSIFICATION

TRUCK X
a oy —{ MACHINE LEARNING

BICYCLE X

\ Deep Learning

CARv

CONVOLUTIONAL NEURAL NETWORK (CNN])

95%
LEARNED FEATRES 39% TRUCK X

BICYCLE X

18



Deep Learning workflow

PREPARE DATA TRAIN MODEL

() Data access and @ Model design,

N\ preprocessing Hyperparameter
tuning

/7 Ground truth labeling :El__ Model exchange
|

across frameworks

Hardware-
accelerated
training

Simulation-based
data generation

h lteration

4\ MathWorks

DEPLOY SYSTEM

Multiplatform code
generation (CPU,
GPU)

Embedded

deployment

Enterprise
Deployment

19
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Deep Learning in 6 lines of MATLAB code

4\ MATLAB R2017b

1. Read an image to classify

4\ MathWorks

21
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Using Apps for designing Deep Learning networks

4\ Deep Network Designer [ X

ruj & E & Zoom In % V

New Import  Duplcale 2 Fit \={ Zoom Out Auto Analyze  Export
Pasle  loView Arrange
| FILE | BUILD NAVIGATE | LAYouT ANALYSIS | EXPORT — ry
LAYERS 2% PROPERTIES
{ ;r:\agcm»put oL Number of layers 7

INPUT S i & Number of connections 6

ImagelnputLayer | Input type Image

— Output type Classification

SequencelnputLayer

LEARNAE

@ Convolution2DLayer

ﬂ TransposedConvolution2DLayer

g FullyConnectedLayer

1 Lstmayer

1 :

!‘ BiLSTMLayer

ACTIVATION

B Rel.ULayer P —

[m softmax

Z LeakyRelLULayer L Bt |

E ClippedRelULayer

NORMALIZATION AND DROPOU -
14 d

22
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Different Neural Networks for Different Data




Numeric
Data

Types of Data

Time Series/
Text Data

Image
Data

ID  WC_TA RE_TA EBIT_TA MVE_BVTD S_TA Industry Rating

62394 0.013 0.104 0.036 0.447 0.142 3 BB
48608 0.232 0.335 0.062 1.969 0.281 8 A
42444 0.311 0.367 0.074 1.935 0.366 1A
48631 0.194 0.263  0.062 1.017 0.228 4 BBB
43768 0.121 0.413  0.057 3.647 0.466 12 AAA
39255 -0.117 -0.799 0.01 0.179 0.082 4 CCC
62236 0.087 0.158  0.049 0.816 0.324 2 BBB
39354 0.005 0.181 0.034 2.597 0.388 7 AA
40326 0.47 0.752 0.07 11.596 1.12 8 AAA
51681 0.11 0.337  0.045 3.835 0.812 4 AAA

Machine Learning or
LSTM

rr--——w—ﬁh—-— v

oy~ i b ]

English v Sentiment v Graphical v

4\ MathWorks

| ne f@?’,‘?",‘,",‘fﬁ in Madrid on March 4, The
ranasoric Lumix outtre*Canon]*camena]
1 all_ All | want when taking photos is point it and then just press the

O M— — ¥ =
for me. Besides. | have had a TN | customer) [ s_q»r‘{lrt;_ovf experience,

button. For only 200 doliars, a

| 28

{78 9
[ John Faraday| vas

RESET D

LSTM or CNN
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Convolutional Neural Networks (CNN)

Edges
| Shapes

Obijects

> FIower“

—» Cup
& 3
5 T 3 —> Caf
|ss 1000
Max = e pocling 4006 4006 —> Tree
pooling pooling
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CNN Visualization methods

Layer Activations

Class Activations

4\ MathWorks

DeepDream Images
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Another network for signals - LSTM

LSTM = Long Short Term Memory (Networks)

— Signal, text, time-series data

— Use previous data to predict new information

= |live in France. | speak

®)
]

b

Co

@—>—@

h)
|
A

6

Cq

>

Q)
I
A -
-

O,
:
b

&\ MathWorks
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Combining convolution and recurrent layers
Learn spatial and temporal features simultaneously

CNN ——— LSTM
/4 CNN ——— LSTM | —
I a

CNN — LSTM —

p=
/

Video Frames
CNN — LSTM —>

Class 1

S—

4\ MathWorks

Response
class label

CNN learns features
from each frame

iIndividually

LSTM learns
relationships

between frames

28
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Two approaches for Deep Learning

1. Train a Deep Neural Network from Scratch

4\ MathWorks

LEARNED FEATURES

&
.
OD:SO

[

O ONAL A O CAR v
Al TRUCK X
:
BICYCLE X

2. Fine-tune a pre-trained model (transfer learning)

FINE-TUNE NETWORK WEIGHTS

{ J [ m CAT v
PRE-TRAINED CNN NEW TASK
DOG X

31



Semantic Segmentation

CamVid Dataset
1. Segmentation and Recognition Using Structure from Motion Point Clouds, ECCV 2008

2. Semantic Object Classes in Video: A High-Definition Ground Truth Database ,Pattern Recognition Letters

4\ MathWorks

32



Semantic Segmentation Network

Boat

Airplane

Other classes

4\ MathWorks
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Semantic Segmentation Network

4\ MathWorks

34
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Example: Semantic Segmentation for Free Road
Detection




1. Use CamVid dataset

- Download the dataset (images and labels)
= Resize images to fit the input sizes of our neural network

&\ MathWorks
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2. Balance classes using class weighting

|deally, all classes would have an
equal number of observations.

However, the classes in CamVid are
Imbalanced.

We use the pixel label counts and
calculate the median frequency
class weights.

37



3. Split dataset

[ Training

60%

* Trains the model
« Computer “learns”
from this data

[ Validation J

20%

* Checks accuracy
of model during
training

4\ MathWorks

e

20%

« Tests model accuracy
* Not used until validation
accuracy Is good

38



4. Define network

91x1 Layer array with layers:

« Use segnetlayers to create a SegNet network
Initialized from a pre-trained VGG-16.

« Another option: Deeplab v3+ network with weights

Initialized from a pre-trained Resnet-18.

normalization
and padding

and padding

2] and padding
and padding

1 'inputImage' Image Input 360x480x3 images with 'zerocenter'
2 'convl 1' Convolution 64 3x3x3 convolutions with stride
3 'bn convl 1' Batch Normalization Batch normalization

4 'relul 1' ReLU ReLU

5 'convl 2' Convolution 64 3x3x64 convolutions with stride
6 'bn_convl 2' Batch Normalization Batch normalization

7 'relul 2! RelLU RelU

8 'pooll’ Max Pooling 2x2 max pooling with stride

9 'convz 1' Convolution 128 3x3x64 convolutions with stride
10 'bn_conv2z 1' Batch Normalization Batch normalization

11 'reluz 1' RelLU RelU

Last 9 layers: the last one provides

also the Class Weighting

1 1 1]
1 1 1]
0]
(1 1 1 1]
-
fy
1 !
'\-\.\I-J'.'%
i
L
I W&LC‘@W‘?
-
| ':U&";L ‘!“-': 5
L
| er::l-.."@."u
|
1 %':U&v;.l
= Oy, .
L
1 ':U&-‘;L ‘!“-'.r )
-
! &L@ﬁu 7
gy
L l.'%em.

4\ MathWorks
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5. Train network

7, Training Progress (21-Aug-2017 11:58:36) - [m]
Training Progress (21-Aug-2017 11:58:36)
Results
Validation accuracy: A
100 [— Training finished: Reached final iteration
Training Time
Start time: 21-Aug-2017 11:58:36
Elapsed time: 1141 min 20 sec
Training Cycle
Epoch: 120 of 120
Iteration: 12600 of 12600
Rerations per epoch: 105
= Maximum terations: 12600
g Validation
§ Frequency: NiA
< Patience: Nia
Other Information
Hardware resource: Single GPU
Learning rate schedule: Constant
Learning rate: 0.01
20 |-
10 Learn more
100
° | | | | | |
(1] 2000 4000 6000 8000 10000 12000
Iteration
Accuracy
Training (smoothed)
Training
— — @ — — Validaton
Loss
= et tonitany " ; . ————————— Training (smoothed)
| | |
Trak
5000 8000 10000 12000 e
Iteration = = &= = Valdslion

4\ MathWorks
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Useful tools for Semantic Segmentation

Automatically create network structures

— Using segnetlLayers and fcnLayers

° 5 11x2 table
- Handle pixel labels B
classes iou
1 "Sky" 0.9266
— Using the pixelLabelImageDatastore and 2 Boiding' wowsey | do)  Maanarscare
4 "Road”
pixellabelDatastore S Pavement’ | auiising  oe7  o.7sses  o.somen
Pole @8.73166 8.18361 8.51426
- Evaluate network performance ignsysol 76118 6,959 o.44175
— Using evaluateSemanticSegmentation
|

Examples and tutorials to learn concepts

Semantic Segmentation of
Multispectral Images Using
Deep Learning

Train a U-Net convolutional neural
network to perform semantic
segmentation of a multispectral
image with seven channels: three

41
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Common network architectures - signal processing

- e

Feature Engineering

Convolutional Neural Networks (CNN)

4\ MathWorks

Convolution

RelU

recfified linear units

Pooling

FC
Fully Connected

layers to support

classification

Long Short Term Memory (LSTM) Networks

= = c 3 e E
£ 0,8 £ .3
= g = 3
- BH | M
S £ SE% S |I=e
3 8 8
— .

by
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Example: Speech Recognition
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1. Create Datastore

[1 Mame Cate modified

_background_noise_ 201272018 9:32 AM

Data 2/12/2018 9:39 AM

go 2/12/2018 9:34 AM

left 2/12/2018 935 AM

- Datastore creates )
off 2/12/2018 937 AM

reference for data .
right 2M12/2018 931 AM

up 2/12/2018 9:31 AM

yes 2/12/2018 9:32 AM

= Do not have to load In
a” ObJeCtS Into memory datafolder = fullfile(tempdir, ' 'speech commands v@.81");

addpath(fullfile(matlabroot, "toolbox’, 'audic’, "audiodemos "))
ads = audiocexample.Datastore(datafolder, ...
"IncludeSubfolders”,true, ...
'FileExtensions’, ' .wav', ...
‘LabelSource’, '"foldernames', ...
'ReadMethod’, "File")

45



2. Compute speech spectrograms

Amplitude

Frequency

0.02

0.01

-0.01

-0.02

5000

10000

15000

go

0.6
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0.2

5000 10000 15000

0.4

0.2

up
o —t-h
0.2
0.4
0.6
0.8

40

35

30

25

20

15

10

5

5000 10000 15000

20 40 60 80

4\ MathWorks
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3. Split datastores

[ Training J [ Validation J [ Test J
70% 15% 15%

* Trains the model « Checks accuracy « Tests model accuracy

« Computer “learns” of model during « Not used until validation

from this data training accuracy is good

47
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4. Define architecture and parameters

layers = [ convolution2dLayer(3,64, "Padding”, "same")
imageInputlayer(imageSize) batchNormalizationlLayer
reluLayer miniBatchSize = 128;
convolution2dlLayer(3,16, "Padding", 'sams") validationFrequency = floor(numel(¥Train)/miniBatch5ize);
batchNormalizationLayer maxPooling2dLayer(2, " Stride’,2, 'Padding”,[@,1]) options = trainingOptions('adam’,
relulayer ‘InitizllearnRate’,5=-4,
. | dr‘DpoutLEluye r{dr‘npoutPr‘uh? o - "MaxEpachs ', 25,
maxPooling2dLayer(2, Stride’,2) CDHUOlutan%dLE?EF{3,E4, Padding','same") T e e s el
batchNormalizationlLayer , D .
Shuffle', 'every-epoch’,
convolution2dlayer(3,32, 'Padding", 'same") relulayer . . . . .
. . Plots®, "training-progress’,
batchMormalizationlLayer , b " £a1
relulLayer dropoutLayer({dropoutProb) Verbose ' ,Talse,
convolution2dLayer (3,64, 'Padding’, ' same') ‘ValidationData',{XValidation,¥Validation},
maxPooling2dLayer(2, Stride’,2, 'Padding’,[@,1]) batchNormalizationLayer ‘ValidationFrequency' ,validationFrequency,
relulLayer *ValidationPatience', Inf,
dropoutLayer(dropoutProb) 'LearnRateschedule”, piecewise’,
convolution2dLayer(3,64, 'Padding’, 'same") maxPooling2dlayer([1 13]) ‘LearnRateDropFactor’,@.1,
batchMormalizationLayer 'LearnRateDropPericd’ ,28);
relulayer fullyConnectedLayer({numClasses)

softmaxLayer

dropoutLayer(dropoutProb) weightedCrossEntropylLayer(classNames,classieights)]; MOdeI Parameters
Neural Network Architecture
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5. Train network

4\ MathWorks

E Training Progress (19-Jan-201

Loss

Training Progress (19-Jan-2018 15:59:14)

Final
10¢
10 20
0 I I I I I I I I I
0 1000 1500 2000 2500 3000 3500 4000 4500 5000
Iteration
Final
0 1000 1500 2000 2500 3000 3500 4000 4500 5000
teration

Results
Validation accuracy:
Training finished:

Training Time
Starttime:
Elapsed time:

Training Cycle
Epoch:

Iteration:

lterations per epoch:
Maximum iterations:

Validation
Frequency:
Patience:

Other Information
Hardware resource:

Learning rate schedule:

Learning rate:

&4 Learn more

95.83%
Reached final iteration

19-Jan-201815:59:14
7 min 28 sec

250f 25
4875 of 48745
194

4875

195 iterations
Inf

Single GPL
Piecewise
5e-05

Accuracy
Training (smoothed)
Training
— — ® — — Validation
Loss
Training (smoothed)
Training
= — & — — Validation
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Training Is an iterative process

miniBatch5ize = 128;

validationFrequency = floor({numel({¥Train)/miniBatchS5ize);

options = trainingOptions( ' adam’,
‘InitiallLearnRate’,5e-4,
'"MaxEpochs',25,
'MiniBatchSize ' ,miniBatch5ize,
"Shuffle’, 'every-epoch’,
"Plots’, "training-progress’,
"Verbose' ,false,
"WalidationData',{XValidation,YValidation},
"WalidationFrequency' ,validationFrequency,
"ValidationPatience',Inft,
"LearnRateSchedule’, 'piecewise’,
‘LearnRateDropFactor’,8.1,
‘LearnRateDropPeried’ ,28);

Parameters adjusted according to performance

50



Agenda

Deep Learning Overview

Deep Learning in 6 Lines of MATLAB Code

Deep Learning with...

Images Signals

Labeling Ground Truth Data

Working with Other Frameworks

Performance, Deployment, and Next Steps

&\ MathWorks:

51



Labeling for deep learning Is repetitive,
tedious, and time-consuming...

but necessary

4\ MathWorks
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Ground truth labeling for images and video

“How do | label

my data?”

-

\_

App for
Ground Truth
Labeling

Label regions
and pixels for
semantic
segmentation

~

J

abel

4\ MathWorks
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Ground truth labeling for signals and audio

“How do | label
my data?”

/App for Signaﬁ

Analysis and
Labeling

Label signal
waveforms,
attributes, and
samples for
machine s o

s —

\_ learning  / S
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MATLAB Apps help you speed up labeling work

For labeling images and videos: B
1. Image Labeler (Computer Vision Toolbox)
https://www.mathworks.com/help/vision/ref/imagelabeler-app.html

2. Video Labeler (Computer Vision Toolbox) =
https://www.mathworks.com/help/vision/ref/videolabeler-app.html I

3. Ground Truth Labeler (Automated Driving Toolbox)
= https://www.mathworks.com/help/driving/ref/groundtruthlabeler-app.htmi

How to choose the correct app for your project?
— https://www.mathworks.com/help/vision/ug/choose-a-labeling-app.html
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MATLAB Apps help you speed up labeling work

or labeling signals and audio:

1. Audio Labeler

(Audio Toolbox)

https://www.mathworks.com/help/audio/ug/au

LABEL

Load Save Import

FliLE

ECOI

- Q & Audio Player.

Primary Soun...
g Settings

DEvicE

Audio Labeler - Rainbow-16-8-mono-114secs.wav

[T pefaut Layout

[=] Legend

VIEW

&

(L)
Export

EXPGRT

2]

Data Browser

w Audio Files

® | Rainbow-16-8-mono-114secs.wav

File Labels

wr

dio-labeler-walkthrough.html

Signal Labeler
Signal Processing Toolbox)

https://www.mathworks.com/help/signal/ref/si
gnallabeler.html

MainStreetOne-24-06-stereo-63secs.wav
MoisySpeech-16-22p5-mono-Ssecs.wav
Rainbow-16-8-mono-114secs.way
RainbowNoisy-16-8-mono-114secs.wav
RandomOscThree-24-0-stereo-13secs.
RockDrums-44p1-stereo-11secs.mp3
RockDrums-48-stereo-11secs.mp3
RockGuitar-16-24p1-stereo-72secs.wav
RockGuitar-16-96-stereo-72secs flac
SoftGuitar-44p1_mono-10mins.ogg
SpeechDFT-16-8-mono-Ssecs.wav
TrainWhistle- 16-44p1-mono-Osecs.wav
Turbine-16-44p1-mono-22secs.wav
WashingMachine-16-44p1-stereo-10se...

-

Content

Label Name Value

speech

“p (3307 R . T=[I'[I[I[II][I[I

w Audio File Info

Rainbow-1é-&-mono-1ldsecs.wav:

Channels: 1
Sample Rate: 8000 Hz
Duration: 114.144 3
Compression: Uncompressed
Bits per Sample: 1§
Location: E:\jobarchive

YUV

v

ROI Labels

SpeechActivity

true | true  true

Samples Underrun = 0

o PTT—Y

Name: TrPeaks

Description

Parent Mame: TrilRzgions

Labeled Signal Set

SELECT

~ whalet v
‘WhaleType blua
- MosnRegions
s e 513604115
e 1637525
frue 11.4020000.
= TrilRegions.
- true 1.4357724.
- Trieaks
1 177425
2 24075
4 3 274228
~ whaie2 v —
WhaleType bive
- MoanRegions
v e 245511365
true 57136928
true 153215
- TiRegions
- e 109175
- Tpesks
1 115075
2 11.88
o 3 1232975

Tril peaks

EFNITION

7763
18.153984,
13.120148.

3275

35605
8113
16.712880.

13.152470.

[ N _—
n Y ¥ ¥
5) Resoen e % =

SET VALVE CLosE =

mwhalel W whale2

— —
_— I
—
-
:
— o
I b

4\ MathWorks
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Two ways to work with TensorFlow and PyTorch

MATLAB

Co-execution (Python and C++)

ONNX = Open Neural Network Exchange Format

\ Model Exchange /

‘ MathWorks
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Three use cases for model exchange

1.

2.

3.

Enable teams to use different frameworks and tools

Access to code generation and other downstream tools in MATLAB

MATLAB users gain access to models in research/DL ecosystem

&\ MathWorks’
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Model exchange with MATLAB

(PyTOI‘Ch ) Keras-

( Caffe? )\ | Tenscirflow

( MXNet ><——> ONNX <_><I\/IATLAB>

/ | T

(Core ML) -~
( CNTK ) (...)

Open Neural Network Exchange

&\ MathWorks
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OPEN NEURAL NETWORK EXCHANGE FORMAT

The new open ecosystem for interchangeable Al
models

JANUARY 23,2019 ONNX V1.4 RELEASED READ MORE

aws Grenoosre W Miicrosoft

What is ONNX?

ONNX is a open format to represent deep learning models. With ONNX,
Al developers can more easily move models between state-of-the-art
tools and choose the combination that is best for them. ONNX is
developed and supported by a community of partners.

ONNX — Industry Standard for Model Exchange

Frameworks
L | -
S Caffe? :;‘ Chainer & :‘x $—§g|'|1{'it|:“ [{Tm

O PyTorch 44 paddlePaddle §SEIS

Converters

y i .
N @ @leatn  XGBoost LibSVM [:Eﬂ

Runtimes
“ANVIDIA Qualcomm BITMAIN
Tencent W vespa Bl Windows

Source: https://onnx.ai/
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Transfer Learning with Pretrained Models

ResNet-v2

(Inceptlon v3> ( ResNet-101 ) ( VGG-16 ) .
< Inceptlon->

Import & Export Models Between Frameworks

Keras-Tensorflow Caffe Model ONNX Model
Importer Importer Converter

More comprehensive list here: https://www.mathworks.com/help/deeplearning/ug/pretrained-convolutional-neural-networks.htmi
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Deep Learning on CPU, GPU, Multi-GPU and Clusters

HoOow TO TARGET?
=) =T
opts = trainingOptions('sgdm’', ... ‘ E% ‘ E:%:Il
'MaxEpochs', 100, ... =§ =FA
'MiniBatchSize', 250, ... 2\ R\
'ExecutionEnvironment', 'auto' ) ; CPgU Single GPU
opts = trainingOptions('sgdm', ... ‘
'MaxEpochs', 100, ...
'MiniBatchSize', 250, ... L=
'InitialLearnRate', 0.00005, . .
'ExecutionEnvironment', 'multi-gpu' ); Single CPU, Multiple GPUs
[
@@@l@@@@@h
opts = trainingOptions('sgdm', ... & NI 4
'MaxEpochs', 100, ... — -
'MiniBatchSize', 250, ... 21414 4+ 1%
'InitialLearnRate', 0.00005, = Py =]
: : 4 |- -
'ExecutionEnvironment', 'parallel' );
I L LN
On-prem server with GPUs Cloud GPUs




MATLAB parallel capabilities for cloud are evolving

BLSefloliels Explicit desktop

scaling

When to
use scaling

Maximum Physical cores in
workers machine

* Network
* Online

License
Options

Prototyping, small

EX5
LN

Parallel Computing Toolbox

Custom Cloud
Reference
Architecture

Explicit desktop
scaling

Data in cloud, access
high-end machines,
especially with GPUs

Physical cores in
machine

* Online
* Network (requires
support)

- — (e
i 4 =
>> AMAZON WEB SERVICES """I % :
g —=( HOSTING PROVIDER BUILD YOUR OWN J L J L

MATLAB Parallel Server (formally called MDCS)

Custom Cloud On Premise
Reference

Architecture

User-managed Cloud | Pre-configured Cloud
Cloud Center Hosting Providers

Custom infrastructure
for AWS, Azure, and
others

Preconfigured clusters in  Cloud solutions from
Amazon Web Services MathWorks partners

Scale to clusters in your
organization

User-centric workflows, =~ Managed environments with  Internally-managed Traditional scaling on

small studies operating expense rather environments with assets you manage at
than capital expense operating expense your facilities
rather than capital
expense
1024 per cluster Defined by Hosting Provider  No limit Physical cores in cluster
* Online only * Network * Online * Network
* Online * Network (requires * Online
support)

http://www.mathworks.com/programs/mdcs-cloud.html 66
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Cloud Reference Architecture: MATLAB & Simulink

Remote
Desktop
Client

Virtual Network

=

£ N

powered
Dy

=cEls

Use cases:
« Data analytics on cloud-stored data
« Access to high-end hardware:
— multi-core
- GPUs
- FPGAs
* Prototyping parallel algorithms
« On-server pre-production testing

dWS J\ Azure
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Reference Architecture: MATLAB Distributed Computing Server

Virtual Network

Head node VM
with MATLAB job scheduler

[

4

? T Use cases:
= = | T Lo © Parameter sweeps
F— N * Monte Carlo runs
. . § 1 1 {1 ; ° O pti m izati 0 n
Client with MATLAB and | I I * Distributed array calculations

Parallel Computing Toolbox : n
. PBul =cxmry=

_— | | o [E @‘g‘p

4\ MathWorks Compute node
MathWorks Hosted VMs

License Manager pmmri? aWS /‘s AZU re

“\.._,;7

68



&\ MathWorks

NVIDIA NGC & DGX Supports MATLAB for Deep Learning

= GPU-accelerated MATLAB Docker container for deep learning *
— Leverage multiple GPUs on NVIDIA DGX Systems and in the Cloud
= Cloud providers include: AWS, Azure, Google, Oracle, and Alibaba dOCker

< NVIDIA. GPU CLOUD

NVIDIA DGX System / Station
— Interconnects 4/8/16 Volta GPUs in one box

Containers available for R2018a through R2019a

— New Docker container with every major release (a/b)

Download MATLAB container from NGC Registry
— https://ngc.nvidia.com/registry/partners-matlab
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Deployment process

PREPARE DATA

() Data access and
N\ preprocessing

)" Ground truth labeling

Simulation-based
data generation

TRAIN MODEL

Model design,
@ Hyperparameter

tuning

:El__ Model exchange
- across frameworks

Hardware-
accelerated
training

h lteration

&\ MathWorks

DEPLOY SYSTEM

Multiplatform code
generation (CPU,
GPU)

Edge deployment

Enterprise
Deployment
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Deploying Deep Learning models for inference

Intel

( intel/ wkL-bnN
S, Library

EE——) Co d er M TensorRT &
ey CUDNN
Products NVIDIA.

Libraries
Deep Learning

Networks
ARM
Compute
Library
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Deploying to HW targets

6@‘ 0.0% notebook WOND 2
) “\“
| NVIDIA
GPU Coder | TensorRT &
Products | cuDNN
NVIDIA. Libraries

Deep Learning
Networks

Raspberry Pi board
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With GPU Coder, MATLAB is fast

Single Image Inference (Titan V, Linux)

350

300

250

N
o
o

Images/Sec
—_—
(&)
o

100

50T

0

ResNet-50

VGG-16

R2019a

Inception-V3
Intel® Xeon® CPU 3.6 GHz - NVIDIA libraries: CUDA10 - cuDNN 7 - Frameworks: TensorFlow 1.13.0, MXNet 1.4.0 PyTorch 1.0.0 74
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GPU Coder Is faster
than TensorFlow,
MXNet and PyTorch

B TensorFlow
H MXNet

Hm GPU Coder
m PyTorch



Semantic Segmentation speedup

Running in MATLAB

FPS ::3.238

4\ MathWorks

Generated Code from GPU Coder
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Blog: Deep Learning

‘MathWOl‘kS’" Products ~ Solutions Academia Support Community — Events

arch Blogs

MATLAE Central ~  All Math\Works Blogs ~  Subscribe - & [Trial software

Deep Learning
Understanding ond using deep learning networks

< 1 2 B > ==

Recent Posts Archive Data Augmentation for Image Classification Applicc:’rions Using Deep Learning (1

22 AUG Data Augmentation for Image Posted by Johanna Pingel, August 22, 2019
Classification Applications Using Deep Learning

5 AUG The Deep Learning Dozen
24 JUL Deep Learning for Medical Imaging

& JUL "Driverless: Who is in Control™ An
Exhibition

2 JUL Gartner Peer Insights

MATLAB for Deep Learning

A Overview
B. Fealures This post is from Oge Margues, PhD and Professor of Engineering and Computer Science at FAU. Oge is an ACM Distinguished Speaker, book
C. Examples author, and 2019-20 AAAS Leshner Fellow. He also happens to be a... read more ==

D. Models Send Share

E. Videos and Tutorials

http://blogs.mathworks.com/deep-learning/
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Introduction to Deep Learning

‘MﬂthWUI‘kS‘* Products  Solutions Academia Support Community Events

Video and Webinar Series Videos v Q

Videos Home  Search t. Contactsales § Trial software

Introduction to Deep Learning

Watch this series of MATLAB® Tech Talks to explore key deep learning concepts. Learn to
identify when to use deep leaming, discover what approaches are suitable for your
application, and explore some of the challenges you might encounter.

— What Is Deep Learning? _ What Are Convolutional Neural Networks?
h. Explore deep learning fundamentals in this MATLAB Tech Talk. 5 Explore the basics of convolutional neural networks (also called
: You'll learn why deep learning has become so popular, and you'll =.'.' CNNs or ConvMets) in this MATLAB Tech Talk. You'll learn 3

walk through 3 concepts: what deep learning is, how it is used in the - concepts: local receptive fields, shared weights & biases, and
real world, and how you can get started. activation & pooling. You'll also learmn 3 ways to train CNNs.
IMachine Learmning vs. Deep Leaming

' ‘ Learn about the differences between deep learning and machine Related Resources
learning in this MATLAB Tech Talk. Walk through several examples,
and learn about how decide which method to use. (») Deep Learning with MATLAB (5 Videos)

Deep Learning with MATLAB (ebaok)
http://www.mathworks.com/videos/series/introduction-to-deep-learning.html
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Deep Learning with MATLAB

‘MathWorks* Products Solutions Academia Support Community Events

Video and Webinar Series Videos + Q

Videos Home  Search t. Contactsales § Trial software

Deep Learning with MATLAB

Tutorials

Training a Neural Network from Scratch with MATLAB
Use MATLAB for configuring, training, and evaluating a
convolutional neural network for image classification.

Deep learning often seems inaccessible to non-experts. In this video series, you'll see how
MATLAB® makes it easy for engineers and scientists to apply deep learning to their
problems. Watch the short videos, explore the well-documented code, and read the detailed
blog posts to quickly understand deep learning.

+ Quick Start
) Transfer Learning with Neural Networks in MATLAB
» Tutorials Use MATLAB for fine-tuning a pretrained convolutional neural
network for image classification.
Quick Start

Deep Learning in 11 Lines of MATLAB Code

See how to use MATLAB, a simple webcam, and a deep neural
network to identify objects in your surroundings. This demo uses
AlexMet, a pretrained deep convolutional neural network that has
been trained on over a million images.

Using Feature Extraction with Neural Networks in MATLAB

Use MATLAB for extracting features with a pretrained convolutional
neural network and to train a support vector machine classifier for
image classification.

Transfer Learning in 10 Lines of MATLAB Code
Learn how to use transfer learning in MATLAB to re-train deep
learning networks created by experts for your own data or task. Related Resources

() Introduction to Deep Learning (3 Videos)
Deep Learning with MATLAB (ebook)

http://www.mathworks.com/videos/series/deep-learning-with-MATLAB.htm|
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Deep Learning Onramp

This free, two-hour deep leaming tutorial provides an interactive
intfroduction to practical deep leaming methods. You will learn to
use deep leaming techniques in MATLAB® for image recogpition.

Prerequisites: MATLAB Onramp or basic knowledge of MATLAB

Launch the course

EY [=] ) &

Access to MATLAB through your Engaging video tutorials

Hands-on exercises with Lessons available in English and
web browser avtomated assessments and Japanese
feedback

http://www.mathworks.com/learn/tutorials/deep-learning-onramp.html
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