
  

LOFAR-IT:LOFAR-IT:
the user experiencethe user experience

Andrea BOTTEON

Dipartimento di Fisica e Astronomia, Università di Bologna
INAF – IRA

June 18, 2019 – INAF Science Archives & the Big Data Challenge, Rome



  

LOw Frequency ARrayLOw Frequency ARray
vanHarleem+13



  

LOw Frequency ARrayLOw Frequency ARray
LB

A
 10

-90
 M

H
z

vanHarleem+13



  

LOw Frequency ARrayLOw Frequency ARray
LB

A
 10

-90
 M

H
z

H
B
A
 1

20
-1

68
 M

H
z

vanHarleem+13



  

International LOFAR TelescopeInternational LOFAR Telescope



  

International LOFAR TelescopeInternational LOFAR Telescope

On April 16th 2018 

Italy joined LOFAR!
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Technical highlightsTechnical highlights

1.4” x 1.0” res 
@54 MHz

Morabito+16

Credit: F. Sweijen

0.2” x 0.3” res 
@150MHz



  

LOFAR-ITLOFAR-IT
On 16/04/18 INAF joined LOFAR and established the consortium LOFAR-IT

● Italy became full member of LOFAR with immediate access of INAF personnel to the KSPs
● Guaranteed time of observation (33 h/cycle)
● Italy is involved in the technological development leading the upgrade to LOFAR 2.0 and a LOFAR 

2.0 station will be installed in Medicina (BO)
● The realization of an effective Italian e-infrastructure to support the analysis and archiving of 

LOFAR data is ongoing (Becciani+Taffoni talk)
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Calibration challengeCalibration challenge
FWHM=2.85°

vanWeeren+16

Calibration improvement

large FoV, wide frequency coverage (+freq. 
resolution), high angular resolution

COOL! But…
A specific e-infrastructure is needed



  

Data challengeData challenge
scheduled (<2020)

observed
HETDEX

LOFAR Two-metre Sky Survey (LoTSS)
● frequency 120-168 MHz
● resolution 5”
● rms 100 μJy/beam 
● FoV 6.4 deg2

(Shimwell+17,19)
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Tasse+15,18, van Weeren+16, Williams+16, de Gasperin+19
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OACT
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A. Bonafede’s 
ERC



  

Current statusCurrent status
Notable computing power

Not many users at the moment

~1 user per node

nodes are not 
overloaded

no queues

This doesn’t mean that the computer power cannot be increased!!!

Different kind of use: science + benchmarks + developing

● All the software is installed in a singularity image maintained by F. Bedosti 
(IRA): easily portable, needs to be re-generated at each software update

● Clearly, only a fraction of the data can be backed-up



  

First LOFAR-IT schoolFirst LOFAR-IT school

https://indico.ced.inaf.it/event/9/

~30 participants (students, Post-Docs, staff, new members of the KSP)

Scientific talks + hands-on sessions by LOFAR expert users



  

Bonafede+18
Botteon+18

Botteon+19

Botteon+, sub

Cassano+, sub

Govoni+19

Bonafede+, in prep

Botteon+, in prep
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A large fieldA large field
Image size: 25900 x 25900 pixel2

Intensive RAM usage (only lofar1@ira.inaf)

t > 1 day

This is just imaging (DDFacet)!



  

Galactic fieldsGalactic fields

8 deg

Credit: LOFAR Surveys KSP



  

Processing of LoTSS fieldsProcessing of LoTSS fields

LoTSS processing is done in Herts, 
Leiden and Bologna

“Pre-Factored” are retrieved from 
SURFsara/Juelich/Pozan

ddf-pipeline is run (t ~ 7-9 days)

Products uploaded in Leiden
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