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• Activity affects the detection of planets and the measurements of their
parameters, notably their mass (RV jitter) and radius (systematic
modifications of the transit depths);

• An indication of the star activity level is required for confirming planetary
candidates and determine the priority for their follow-up observations;

• Moreover, activity affects planets orbitinglate-type stars through:
• atmospheric evaporation(through EUV and X-ray fluxes);
• the impact of high-energy radiationon habitability;
• modulation of cosmic-ray flux by the interplanetary field.



(after Vidotto 2017; credits Yang et al. 2009)
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Models of Stellar Coronal Winds

Studies of the solar wind have provided insights into the winds of low-mass
stars. However, as there is still no consensus of the basic physical mechanisms
involved in the acceleration of the solar wind (Cranmer 2009), this uncertainty also
propagates to models of stellar winds. The winds of low-mass stars are believed to be
magnetically driven, in which coupling between stellar magnetism and convection
transports free magnetic energy, which in turn is converted into thermal energy
in the upper atmosphere of stars (Matsumoto and Suzuki 2014), giving rise to
a hot corona (illustrated in Fig. 3 for the solar atmosphere). The scale height of
X-ray emitting stellar corona is likely to vary with the properties of the star (Jardine
2004; Guedel 2004). A possible scenario to convert magnetic into thermal energy
involves the dissipation of waves and turbulence (e.g., Holzer et al. 1983; Cranmer
2008; Cranmer and Saar 2011; Suzuki et al. 2013; Matsumoto and Suzuki 2014).
In addition to depositing energy, waves also transfer momentum to the wind,
accelerating it (e.g., Vidotto and Jatenco-Pereira 2006). In general, two modeling
approaches are used in the study of the hot coronal winds of low-mass stars. We
describe them next.

Self-consistent heating/acceleration mechanism The first approach involves a
more rigorous computation of the wave energy and momentum transfer, i.e., the
computations are done from “first principles” (e.g., Hollweg 1973; Holzer et al.
1983; Hartmann and MacGregor 1980; Jatenco-Pereira and Opher 1989; Vidotto
and Jatenco-Pereira 2006; Falceta-Gonçalves et al. 2006; Cranmer 2008; Cranmer
and Saar 2011; Suzuki et al. 2013). In these models, the increase in temperature
from the colder photosphere to the hotter corona arises naturally in the solution of



Given the role of heat conduction from the corona and the magnetic origin of the heating, fluxes in chromospheric
and transition regions lines are statistically correlated with each other and with the coronal X-ray flux. I show some
examples above (Piters et al. 1997 on the left; Oranje 1986 on the right). See also Pagano (2013).

FTR includes the flux
in lines of NV, Si IV
and C IV formed in
the transition zone;

C II is the flux in the
line at 133.5 nm; the
various symbols
define ranges in B-V
and luminosity class
of the stars.



RO = Prot /𝜏c (Rossby number)

(after Randich 2000; Pizzolato
et al. 2003; Pagano 2013)
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(i.e., lower rotation speed). Pizzolato et al. (2003) show that the period for which the activity is
at saturation regimes ranges from 1 day for early dG stars up to ∼4 days for early dM stars.

Coronal activity turns down again at rotation rates ∼5 times faster than required for satura-
tion; this is the so-called “supersaturation” regime. Examples of supersaturated G and K stars,
with LX/Lbol ∼ −., have been found in young open clusters and among the fast-rotating
components of contact WUMa binaries. Among other hypotheses, supersaturation has been
explained as the result of an overall decrease of dynamo efficiency at very high rotation (e.g.,
Stȩpieǹ et al. 2001) or as the effect of a reorganization of the coronal magneticfield (e.g., Solanki
et al. 1997) or centrifugal stripping of the corona (Jardine 2004).

Jeffries et al. (2011) find that supersaturation is not displayed by M dwarfs. Jeffries et al.
(2011) suggest that the rotation period instead of the Rossby number is a more accurate predic-
tor of the onset of supersaturation, typically occurring for Prot < . d. In the hypothesis that
supersaturation is associated with topological changes in the coronal magnetic field as a conse-
quence of the fast rotation rate, as it is for the “centrifugal stripping” model by Jardine (2004),
then M dwarfs should supersaturate at shorter periods than K dwarfs, by factors of up to ∼2.
Determining the X-ray emission from a small sample of rapidly rotating (P < . d) M dwarfs
would resolve this issue.

7.1.2 Variability of Coronal Emission and Coronal Cycles

Coronal emission can vary both on short time scale – e.g., rotational modulation and flares –
and on long time scale according to activity cycles. Stellar rotation periods are generally longer
than typical duration of X-ray observations; for this reason, rotational modulation of X-ray
emission has been detected only sporadically.

Flares will be discussed in >Sect. 10. As for rotationalmodulation, unambiguous detections
have been reported by Güdel et al. (1995) for the young solar analogue EKDra, byMarino et al.
(2003) for VXR45, a G9V star in IC 2391 (cf. >Fig. 10-21), by Hussain et al. (2005) for the
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Fig. 2. Time series of X-ray luminosity and chromospheric S-index for ιHor. The dashed line indicates the cycle calculated using just coronal X-
ray data (period of 588.5 d). The error bars of coronal X-ray luminosity are based on the standard deviation within each snapshot. Chromospheric
data from SSM13 and Alvarado-Gómez et al. (2018b).

in the usual ROSAT band 0.12–2.48 keV from the best-fit model
(Fig. 2).

The RGS (λλ ∼ 6 − 38 Å, λ/∆λ ∼100–500, den Herder et al.
2001) spectra were summed to get an overall, time-averaged,
high spectral resolution view of the corona of ιHor (Fig. 3).
In the case of RGS a more complex procedure was employed
to benefit from the rich information provided by the measure-
ments of mostly resolved spectral lines. This information was
used to construct an emission measure distribution (EMD) multi-
T model (∆T = 0.1 dex) following Sanz-Forcada et al. (2003).
Spectral line fluxes with blend contributions, and comparison
with the line fluxes predicted by the model are listed in Ta-
ble A.1. In this method line fluxes are measured considering the
local continuum predicted by an initial 2-T model (see Fig. 3
with local continuum at the end of the process), convolving the
response of the instrument with the lines. The measured lines are
compared with the fluxes predicted by an initial EMD model.
The observed ratios allow the model to be changed in order to
search for the best ratios. The whole process is iterated to place a
better continuum until the results converge (Table 3, Fig. 4). The
[Fe/H] abundance is fixed to the value determined with EPIC,
where the continuum is more sensitive to this parameter than
the RGS continuum. This method also allows the abundances of
some elements in the corona to be measured, as shown in Table 2
and Fig. 5.

2.1.2. The Optical Monitor

The XMM-Newton Optical Monitor (OM) was used to observe
ιHor either in “Image” or “Time Series” modes in the UV, with
the UVW2 (λ = 2120Å, ∆λ = 500Å) and UVM2 (λ = 2310Å,
∆λ = 480Å) filters in the different campaigns. We used the OM
data as processed in the official XMM-Newton pipeline prod-
ucts. The UV flux densities in these bands during the different
exposures are listed in Table 1. By averaging all OM observa-
tions for a given filter we found a mean observed flux density
of FUVM2 = (1.84 ± 0.06) 10−12 erg s−1cm−2Å−1 for the UVM2

band and FUVW2 = (1.67 ± 0.01) 10−12 erg s−1cm−2Å−1 for the
UVW2 band. In Sect. 4.4 we use these values together with the
flux densities predicted from photospheric model atmospheres to
calculate the chromospheric contribution to the UV flux of ιHor.

2.2. HST

We acquired Hubble Space Telescope (HST) observations on
2018 Sep 3 through HST Proposal ID 15299 (P.I. J. D. Alvarado-
Gómez), using the Space Telescope Imaging Spectrograph
(STIS) with the E140M grating (sensitivity range 1150−1740 Å,
λ/∆λ = 11500−17400). Two observations of 3141 s of exposure
time each were summed using IRAF STIS package software, to
get a better quality spectrum. We then measured the line flux of
lines formed in the log T (K)= 4.1−5.6 range to extend our EMD
analysis towards the transition region and upper chromosphere
of ιHor. Two lines, C ii 1334.535 Å and Si iv 1402.7704 Å, were
affected by the ISM absorption in less than ∼ 20%. In these
two cases the line flux was measured by fitting a Gaussian to
the emission line. All line wavelengths and measured fluxes are
listed in Table A.2.

2.3. TESS

We explored the data from NASA’s Transiting Exoplanet Sur-
vey Satellite (TESS) mission (Ricker et al. 2015) to calculate the
rotational period of ιHor and to assess its photometric activity.
The short-cadence (2 minutes) data of ιHor were collected by
TESS in sector 2 and sector 3, starting on 2018 Aug 23 and 2018
Sep 20, respectively, and were made publicly available with the
first data release in December 2018 and January 2019. The tar-
get pixel file, which consists of 19737 and 19692 cadences for
sectors 2 and 3, respectively, was downloaded from the Barbara
A. Mikulski Archive for Space Telescopes (MAST) Portal. The
light curves were obtained using the KeplerGO/lightkurve code
(version: 1.0b13, August 2018; Lightkurve Collaboration et al.
2018). To create the apertures that were used to extract the light
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Iota Horologii (F8V/G0V, 600 Myr, log R’HK =- 4.6) after Sanz-Forcada et al. (2019)
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Fig. 1. Evolution of the X-ray luminosity in the [0.2�2.5] keV band
of HD 81809 from November 2001 to October 2016, covering almost
two cycles of coronal activity. The value S MWO for the chromospheric
Ca ii activity is superimposed (red crosses, right-hand scale), derived
from data collected with the TIGRE telescope. In most of the X-ray
data points the uncertainty on the X-ray luminosity is smaller than the
symbol size; the uncertainty on the S -index is shown. The dashed curve
is a log-sinusoidal function (with a period of 7.3 yr); which fits the X-ray
data (see the text).

from this observation, which however only spans approximately
two hours, shows no evidence of flare-like variability. The com-
parison of the June 2002 spectrum with the spectrum of the flar-
ing Sun observed as a star supports this interpretation (see Pa-
per II and Sect. 3.3 for more details). Other observations (e.g.,
April 2011 and April 2015) show similar high temperature com-
ponents although with corresponding emission measures lower
than in June 2002.

3.2. Chromospheric Ca II activity measured by TIGRE

Corresponding to the last maximum in the coronal activity level
of HD 81809, chromospheric Ca ii activity was measured con-
tinuously between 2014 and 2017 by TIGRE, a fully automatic
1.2 m telescope located at the La Luz Observatory in central
Mexico. The main instrument of TIGRE is the fibre-fed Échelle
spectrograph HEROS with a spectral resolution of R ⇡ 20 000
and a spectral range from ⇡3800 Å to 8800 Å with a small gap
of ⇡100 Å centered around 5800 Å; a detailed description of the
TIGRE facility is given by Schmitt et al. (2014).

The TIGRE facility is primarily designed to execute spec-
troscopic long-term monitoring programs and one of these pro-
grams is the long-term monitoring of active stars. The most
commonly used activity indicator is the Mount Wilson S -index
(Baliunas et al. 1995). With the TIGRE spectra we first derived
an instrumental S -index (S TIGRE) with an automatic procedure
(see Mittag et al. 2016 for a detailed description), which works
as follows: first, the radial velocity (RV) shift of the Ca ii re-
gion is estimated via a cross correlation with a synthetic spec-
trum and then a RV correction of the Ca ii region is performed.
Afterwards, the counts in the four band passes of the S TIGRE in-
dex are integrated and the ratio between the counts of both line
centers and the quasi-reference continua are calculated. This ra-
tio yields the S TIGRE-value, which is transformed into the Mount
Wilson scale with a linear relation derived by Mittag et al. (2016)
through

S MWO = (0.0360 ± 0.0029) + (20.02 ± 0.42)S TIGRE. (2)

In this fashion our TIGRE S-indices can be readily compared
to the vast amount of literature available on the activity derived
from the Ca ii line cores. The changes in S MWO, measured be-
tween 2014 and 2017, are shown in Fig. 1 (red crosses super-
imposed to the X-ray light curve). We find that, in the period
analyzed, the chromospheric Ca ii activity level increases fol-
lowing the increase in the coronal activity level. Unfortunately
the TIGRE data do not cover a full cycle of activity, so that we
cannot derive the period and amplitude of the cyclic modulation
of chromospheric Ca ii activity. In the next future, therefore, it is
highly desirable to continue the monitoring of HD 81809 with
both XMM-Newton and TIGRE instruments to enable a more
precise comparison between coronal and chromospheric activ-
ity variations.

3.3. Characterizing the coronal plasma using a mixture
of solar-like coronal regions

Although HD 81809 cannot be considered a solar twin because
it is a binary system and one of the two components has mass
and radius di↵erent from those of the Sun, we demonstrated in
Paper II that the observations can be interpreted in terms of a
mixture of solar-like active regions. The basis of this interpre-
tation is the assumption that the X-ray activity of the system is
dominated by the more massive, larger companion (the primary
component) with a mass M1 ⇡ 1.7 M� and radius R1 ⇡ 2�3 R�.
This assumption is justified by the evident coherent, cyclic vari-
ability observed (due to a dominant component in the system)
and by the impossibility of producing the observed levels of ac-
tivity with the smaller secondary component and filling factors
smaller than 1; see also the discussion below on the comparison
between the X-ray luminosity of the Sun and that of HD 81809.
Here we adopt the same assumption and investigate if and how a
mixture of solar-like coronal regions can describe the corona of
the primary component of HD 81809 along its cycle of activity.

In Paper II we adopted a method originally developed
in the context of the study of the “Sun as a star” (see
Orlando et al. 2000; Peres et al. 2000) and investigated if the cy-
cle of HD 81809 can be explained in terms of solar-like struc-
tures by modeling the stellar corona with varying coverage of
solar-like active regions and cores of active regions. However, as
discussed in Sect. 3.1, some observations suggest a significant
flare-like activity that cannot be described in terms of only ac-
tive regions and cores. The most evident case is the June 2002
observation characterized by a luminosity 3⇥ higher than dur-
ing all the three maxima in the coronal cycle (see Fig. 1). Hints
of flare-like activity are also present in other observations (e.g.,
April 2011 and April 2015).

Several authors suggested that a superposition of many flare-
like events, ranging in energy from very frequent nano- and
micro-flares to less frequent larger flares, might contribute sig-
nificantly to stellar coronal emission (e.g., Butler et al. 1986;
Feldman et al. 1997; Drake et al. 2000 and references therein).
In the light of this, here we adopt a method that is similar to
that described in Paper II, but now we also consider the contri-
bution of solar-like flaring regions. The quiet Sun is omitted be-
cause, at its minimum of coronal activity, the Sun has an X-ray
luminosity that is ⇠2 orders of magnitude lower than the Sun at
maximum (see Peres et al. 2000 and Fig. 3) and, in the presence
of active regions, its contribution to X-ray emission is negligi-
ble (see also Orlando et al. 2001, 2004). Thus we modeled the
evolution of the coronal X-ray luminosity and temperature of
HD 81809 along its cycle of activity in terms of varying coverage
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Fig. 3. Evolution of coronal X-ray temperature and luminosity along the
cycle for the Sun (magenta stars; data adapted from Orlando et al. 2001)
and HD 81809 (red filled circles). The figure also reports the simulated
data obtained assuming a mixture of solar-like coronal regions: active
regions and cores (namely non-flaring regions; AR+CO, blue crosses),
and active regions, cores, and flares (AR+CO+FLs, green diamonds).
The crossed square (AR+CO+XFL) indicates the synthetic values con-
sidering the contribution of a very intense flare (GOES class X9) to
the non-flaring corona with maximum coverage of cores (⇠40%). La-
bels A–D denote the simulated data points corresponding to the EM(T )
distributions in Fig. 2. The data from actual spectra of June 2002 and
April 2015 are indicated.

the X-ray activity of the system is dominated by the primary
component.

The above results suggest that besides the June 2002 data
set (with a coronal temperature Tave ⇠ 11 MK in Fig. 3),
which is clearly an outlier separated from the cloud of values of
HD 81809, other data points in Fig. 3 might have an unresolved
flaring component contributing to the coronal emission. In Pa-
per II, we interpreted the June 2002 data point as a flare-like
phenomenon. This is supported by the evidence that its spec-
tral characteristics can be reproduced if the contribution of a
very intense solar flare (a GOES class X9 flare observed with
Yohkoh/SXT on November 2, 1992) is added to the synthetic
X-ray spectrum simulating the cycle maximum of HD 81809
(see crossed square in Fig. 3). We wonder, therefore, if the sys-
tematic higher coronal temperature of some of the data points
with respect to simulations that only consider a mixture of active
regions and cores can be considered as evidence of flares not vis-
ible as short-term variability in the XMM-Newton observations.
As shown by Orlando et al. (2004) in their study of the Sun as
a star, the characteristics of X-ray variability due to the coronal
cycle and flaring activity are di↵erent. A prominent di↵erence is
that the variability induced by flares leads to a significant change
of coronal temperature, whereas the variability due to the cycle
is mainly characterized by large variations in X-ray luminosity
(see Fig. 9 in Orlando et al. 2004). This is evident also in Fig. 3
where the variability induced by an increased flaring activity (for
instance, evolving from panel A to panel B in Fig. 2) leads to an
evolution from data point A to data point B; the variability in-
duced by an increasing coverage of cores (namely evolving from
panel A to panel C in Fig. 2) leads to an evolution from data

point A to data point C in Fig. 3. In other words, flaring regions
significantly increase the average coronal temperature, which is
a feature that seems to characterize some of the data points of
HD 81809 (e.g., the April 2015 data, see Fig. 3).

In Fig. 4 we compare the parameters derived from the spec-
tral fitting of the actual data of HD 81809 with those derived
from the fitting of simulated spectra (colors and symbols as in
Fig. 3). Again we find that the range of variations of the param-
eters characterizing the spectra of HD 81809 along its cycle are
well represented in terms of a mixture of active regions, cores,
and flares (green diamonds in Fig. 4). Here the comparison of
fitting parameters derived from observed and simulated spectra
shows clearly that a mixture of only active regions and cores
(blue crosses in Fig. 4) cannot describe most of the data points
of HD 81809. In fact, in many cases the observed spectra re-
quire the second isothermal component with higher values of
T2 and/or lower values of EM2 (and ratio EM2/EM1 lower than
1) than the spectra simulated with a mixture of active regions
and cores. We conclude that adding a contribution from flares
is necessary to reproduce the spectral characteristics of all data
points of HD 81809. Again this result supports the scenario of
an unresolved significant flaring activity in HD 81809. This is
not evident if the observed spectra are fit with one isothermal
component, as we did in Paper II.

3.4. A scaled up Sun?

A three-temperatures model was adopted to probe the distribu-
tion of coronal temperature in HD 81809 during its cycle and
attempt a rough reconstruction of its EM(T ) distribution. In this
model, the temperatures were fixed at T1 = 0.17 keV (⇠2 MK),
T2 = 0.43 keV (⇠5 MK), and T3 = 1.09 keV (⇠13 MK),
namely the values that roughly correspond to the peaks of emis-
sion measure of the EM(T ) distributions of active regions, cores,
and flares, respectively (see Fig. 2). For this model, therefore,
only the normalizations (emission measures) were allowed to
vary. Table 2 reports the best-fit parameters from the three-
temperatures model for the entire data set of HD 81809.

The variability of the best-fit emission measures along the
coronal cycle of HD 81809 is shown in Fig. 5. The cycle mod-
ulation is particularly evident in the emission measure of the
intermediate (green circles) and coldest (blue) isothermal com-
ponents (upper panel in the figure). The hottest (red circles)
component shows many upper limits to the emission measure
and a weaker relation with the coronal cycle; nevertheless, for
this component, the highest values of EM occur, in general, in
proximity of cycle maxima. If we interpret the isothermal com-
ponents in terms of solar-like coronal regions, the cold compo-
nent corresponds to the active regions, the intermediate to the
cores, and the hot to the flares.

This new approach to the analysis of actual spectra con-
firms that the cyclic modulation is mainly due to the varying
coverage of cores. The lower panel in Fig. 5 shows a clear cor-
relation between the emission measure of cores and the coro-
nal luminosity of HD 81809 with the EM increasing by about
one order of magnitude between the minimum and maximum
of the cycle. This is compatible with the increase of FCO from
4 to 40% in our simulations. Thus, we speculate that this reg-
ular and gradual increase reflects the increase of surface filling
factor of cores. The figure shows a correlation also for the ac-
tive regions but with the EM varying only by a factor ⇡3 ex-
cluding the June 2002 data point. The EM of active regions is
comparable to that of cores close to the minimum; then the EM
of cores increases with the level of activity faster than that of
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Coronal cycle of HD 81809 (a G-type star) and its modelling with different coronal components (Orlando et al. 2017).
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Table 5. ROSAT X-ray (5–100 Å) and EUV (100–920 Å) luminosity of stars with exoplanetsa(ROSAT). XUV includes the 5−920 Å range.

Planet name Sp. type Stellar distance log LX log LEUV log Lbol age Mp sin i ap log FX log FXUV log FXaccum. log FXUVaccum. ρṀX ρṀXUV

(star) (pc) (erg s−1) (erg s−1) (erg s−1) (Gyr) (mJ) (au) (erg s−1 cm−2) (erg cm−2) (g2 s−1 cm−3)b

18 Del b G6III 73.10 ± 3.74 29.33 30.02 35.11 . . . 10.30 2.60 1.05 1.82 . . . . . . 1.3e+08 7.5e+08
1RXS1609 b K7V 145 : 29.88 30.50 33.20 0.09 8.00 330.00 −2.61 −1.90 12.91 13.72 2.8e+04 1.4e+05
4 UMa b K1III 77.40 ± 4.25 28.41 29.23 35.65 . . . 7.10 0.87 1.08 1.97 . . . . . . 1.4e+08 1.0e+09
61 Vir b G5V 8.53 ± 0.05 26.88 27.92 33.49 7.96 0.02 0.05 2.03 3.10 21.02 21.76 1.2e+09 1.4e+10
61 Vir c 0.06 0.22 0.76 1.83 19.75 21.76 6.4e+07 7.6e+08
61 Vir d 0.07 0.48 0.08 1.15 19.07 21.76 1.3e+07 1.6e+08
α Ari b K2III 20.21 ± 0.40 27.19 28.18 35.51 . . . 1.80 1.20 −0.42 0.62 . . . . . . 4.3e+06 4.7e+07
BD-10 3166 b G4V 66 : <29.20 <29.91 33.19 0.25 0.48 0.05 <4.43 <5.21 20.84 21.61 (3.0e+11) (1.8e+12)
γ Cep b K2IV 13.79 ± 0.10 <27.33 <28.30 34.63 4.08: 1.60 2.04 <−0.74 <0.28 18.16: 18.62: (2.0e+06) (2.1e+07)
GJ 176 b M2.5V 9.42 ± 0.22 27.41 28.37 31.74 3.62 0.03 0.07 2.32 3.33 20.12 21.43 2.4e+09 2.4e+10
GJ 832 b M1.5V 4.94 ± 0.03 26.78 27.83 31.81 9.24 0.64 3.40 −1.73 −0.64 16.77 18.05 2.1e+05 2.5e+06
GJ 3021 b G6V 17.62 ± 0.16 <28.95 <29.70 33.39 0.37 3.37 0.49 <2.12 <2.94 18.91 19.61 (1.5e+09) (9.8e+09)
HD 3651 b K0V 11.11 ± 0.09 27.27 28.25 33.36 4.46 0.20 0.28 0.91 1.94 19.47 20.23 9.2e+07 9.8e+08
HD 10647 b F8V 17.35 ± 0.19 28.31 29.15 33.75 0.95 0.93 2.03 0.25 1.14 17.83 18.47 2.0e+07 1.6e+08
HD 38529 b G4IV 42.43 ± 1.66 28.96 29.71 34.41 0.36: 0.78 0.13 3.28 4.09 20.42: 20.86: 2.1e+10 1.4e+11
HD 39091 b G1IV 18.21 ± 0.15 27.49 28.44 33.74 3.22: 10.30 3.28 −0.99 0.01 17.44: 18.12: 1.1e+06 1.1e+07
HD 41004 A b K1V 43.03 ± 1.89 <29.31 <30.01 33.36 0.22 2.54 1.64 <1.43 <2.21 17.79 18.50 (3.0e+08) (1.8e+09)
HD 48265 b G5V 87.41 ± 5.50 29.53 30.20 34.18 0.16 1.16 1.51 1.72 2.47 18.15 18.61 5.9e+08 3.3e+09
HD 70573 b G1-1.5V 45.7 : 29.09 29.82 33.33 0.30 6.10 1.76 1.15 1.95 17.76 18.48 1.6e+08 1.0e+09
HD 87883 b K0V 18.06 ± 0.31 27.60 28.54 33.10 2.73 12.10 3.60 −0.96 0.02 17.17 18.00 1.2e+06 1.2e+07
HD 89744 b F7V 38.99 ± 1.06 28.11 28.97 34.38 1.28 7.20 0.88 0.77 1.69 18.79 19.28 6.6e+07 5.5e+08
HD 102365 b G2V 9.24 ± 0.06 26.81 27.86 33.49 8.83 0.05 0.46 0.04 1.12 19.10 19.84 1.2e+07 1.5e+08
HD 128311 b K0V 16.57 ± 0.27 28.48 29.29 33.06 0.74 2.18 1.10 0.95 1.82 18.13 18.95 1.0e+08 7.5e+08
HD 128311 c 3.21 1.76 0.54 1.41 17.72 18.95 3.9e+07 2.9e+08
HD 142415 b G1V 34.57 ± 1.00 28.65 29.44 33.63 0.57 1.62 1.05 1.16 2.01 18.35 19.01 1.6e+08 1.2e+09
HD 147513 b G3/G5V 12.87 ± 0.14 28.90 29.65 33.56 0.40 1.21 1.32 1.21 2.03 18.11 18.77 1.8e+08 1.2e+09
HD 150706 b G0 27.23 ± 0.42 28.82 29.59 33.55 0.45 1.00 0.82 1.54 2.38 18.53 19.20 3.9e+08 2.7e+09
HD 169830 b F8V 36.32 ± 1.20 28.26 29.10 34.23 1.02 2.88 0.81 0.99 1.90 18.80 19.32 1.1e+08 8.8e+08
HD 169830 c 4.04 3.60 −0.30 0.60 17.50 19.32 5.6e+06 4.5e+07
HD 176051 b K1V 14.98 ± 0.12 <28.22 <29.07 32.86 1.09 1.50 1.76 <0.28 <1.19 17.67 18.56 (2.1e+07) (1.7e+08)
HIP 75458 b K2III 31.33 ± 0.50 27.41 28.37 35.38 . . . 8.82 1.27 −0.25 0.76 . . . . . . 6.3e+06 6.4e+07
HIP 79431 b M3V 14.90 ± 0.79 26.89 27.93 60.02 7.84 2.10 0.36 0.33 1.40 28.76 28.76 2.4e+07 2.8e+08
HR 810 b G0V 17.24 ± 0.16 28.79 29.56 33.80 0.47 2.26 0.93 1.41 2.25 18.49 19.11 2.9e+08 2.0e+09

Notes. (a) Planet data from The Extrasolar Planets Encyclopedia (http://exoplanet.eu). (b) 1 MJ Gyr−1 = 6.02 × 1013 g s−1.

conversion to the ROSAT data. The calculated EUV luminosi-
ties are listed in Table 5.

3.2. EUV luminosity evolution with age

We calibrated a relation of age-LEUV to calculate better the ef-
fects of the radiation in the whole XUV range. We selected all
stars in our sample for the calibration, except for those with only
an upper limit of the X-ray flux and stars that show a formal re-
sult with age larger than 20 Gyr (those with spectral type A and
some M stars). The age determination is made with the X-ray
luminosity as explained in next section. The fit (Fig. 3) follows
a power-law relation

log LEUV = (29.12 ± 0.11) − (1.24 ± 0.15) logτ, (4)

where τ is the age in Gyr. This relation was used to calculate the
accumulated effects of the coronal radiation in the planet atmo-
sphere as listed in Tables 5 and 6. Although Ribas et al. (2005)
studied the time evolution of the EUV luminosity, this is the first
time that a general relation between age and LEUV has been cal-
culated. Ribas et al. (2005) studied the spectral energy distribu-
tions of six solar analogs covering a wide range (0.1−6.7 Gyr) of
stellar ages in the X-rays and UV regimes. The authors used real
spectra in the ranges 1−360 Å and 920−1950 Å as available. The
distribution of stellar fluxes in the different bands with the stellar
age was used to calibrate the time evolution of the high-energy
irradiance in these bands. The results were used to interpolate
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Fig. 3. Distribution of EUV luminosities against age (in Gyr) deter-
mined using the X-ray luminosities. The line indicates the best linear
fit to the sample.

the evolution in the 360−920 Å band, resulting in a less steeper
dependence (exponent∼−1.0 in this range,−1.20 in 100−360 Å)
than in our case (−1.24 in 100−920 Å).

4. Results

Processes of mass loss in the atmosphere of a planet are not
well understood. Once the circumstellar disk is dissipated it is
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G. Pace: Chromospheric activity as age indicator

Fig. 1. log R′HK versus age diagram.

the correction of Soderblom et al., this probably spurious value
is decreased by only 0.01 dex in the logarithmic scale, and one
obtains log R′HK = − 5.41 dex for the least active of the three stars
of NGC 188. This is not quite as suspicious as the case for the
most active star in NGC 752, but still calls for some mistrust. In
fact, it is 0.28 dex lower than the log R′HK value of the least ac-
tive of the 26 stars in M 67. In addition, among the 1744 single
stars with CA measurements collected here, only 12 stars have
log R′HK < − 5.41 dex, while the most active NGC 188 mem-
ber, with Soderblom et al.’s correction, would have a CA above
the average of field stars. I therefore used R′HK values derived
from published S-indices for NGC 752 and NGC 188. Because I
failed to identify the star numbering system used by Barry et al.,
and they did not report the stellar coordinates, I could only use
the B − V colours given in the paper without updating the pho-
tometry and membership information. The CA measurements in
NGC 752 and NGC 188 should be taken with a grain of salt. The
S-index measurements from Pace et al. (2009) are based on high-
signal-to-noise and high-resolution spectra taken with UVES at
the VLT, but they are performed in a different way, using only
the K-line. I used the 17 stars, either M 67 or Hyades members
and the Sun, in common between Pace et al. (2009) and the com-
pilation of open clusters by Mamajek & Hillenbrand (2008) to
find a linear relationship between the S-index measured by Pace
et al. and the Mount-Wilson one, and to transform the former
into the Mount-Wilson scale. The 17 stars in common span large
part of the entire CA range of the open cluster sample, and their
deviation from the the linear regression is of only ∼ 5%, therefore
the transformation is dependable.

3. Results and discussion
3.1. Field stars

In Fig. 1 the sample of 494 stars is plotted in a log R′HK versus
age diagram. Typical errors in CA reported in the figure are esti-
mated by looking at the full CA variations for the stars measured
twice or more. For about 95% of those stars, full variations are
within 0.4 dex, and within 0.2 dex for stars older than 4 Gyr,
therefore I adopted 0.2 dex as typical error for stars younger
than 4 Gyr and 0.1 dex for the others. 1σ errors in age were
imposed, as a selection criterion, to be either less than 2 Gyr or
less than 30% of the age. As a result, the typical horizontal error
bar is of about 1.5 Gyr. The L-shaped distribution of the bulk
of the data points in Fig. 1 strongly suggests that the decay of
CA stops completely at a relative early age. This age may ap-
pear to be about 3 Gyr in Fig. 1 as a result of the errors that
scatter the data points horizontally, but could be much younger
in reality. It is not possible to understand how CA evolves in
this first phase, because the uncertainty in the age is of the same

Fig. 2. log R′HK versus dereddened B − V colour for open clusters and
the Ursa Major moving group (Collinder 285, UMa in the legend).

order of magnitude as the time span over which the decay oc-
curs. No matter how data are further selected on the basis of
the number of CA measurements available and on the tempera-
ture, there is no indication of a CA-age anticorrelation for older
stars. The vertical spread of the points relative to old stars is
compatible with being caused by cyclic variations, which proves
that CA measurements are reliable also for inactive stars. The
presence of very inactive stars only at young ages is connected
with the temperature. Indeed, among the 1744 single stars with
CA measurements collected here, the 11 least active are all hot-
ter than 6300 K, and are therefore young.

Following Rocha-Pinto & Maciel (1998), I checked the cor-
relation between metallicity and log R′HK: the Pearson correlation
coefficient between them is roughly − 0.2.

3.2. Open clusters

Figure 2 shows a log R′HK versus temperature diagram. The ages
reported in the legend are taken from the following sources
(in order of adopted priority): Carraro et al. (2011), Anthony-
Twarog et al. (2009), Salaris et al. (2004), King et al. (2003).

Data points in Fig. 2 can be broadly divided into two groups,
one with the bulk of the young-cluster members (age ≤ 1.45 Gyr,
filled symbols), with a slightly increasing trend of log R′HK with
decreasing temperature, and one with the bulk of old cluster
members (age ≥ 1.5 Gyr, empty symbols), characterized by a
more complicated pattern of log R′HK as a function of temper-
ature. Only three of the 78 members of the former group are
less active than log R′HK = − 4.63 dex, and only three out of the
89 members of the latter group, all M 67 members, are more ac-
tive than log R′HK = − 4.60 dex. The reason why three M 67 stars
are at a Hyades activity level is probably binarity, as confirmed
by the fact that one of these stars is Sanders 747, whose spectrum
taken with UVES at the VLT (observing run 66.D-0457) clearly
shows that it is a double-lined binary. It follows that no more
than ∼ 5% of the single stars should be expected to have an ac-
tivity atypical for their age. Although the CA levels spanned by
the two groups almost overlap, the average difference between
them is as large as ∆log R′HK ∼ 0.4 dex, i.e. twice the typical
error for young stars and four times as much that for old stars.

According to the most recent age determinations, the only
cluster of the active group significantly older than the Hyades
studied so far is NGC 752, which is on average slightly less ac-
tive than Hyades and Collinder 285, even though all NGC 752
members, with the exception of one outlier, have CA levels
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Fig. 2. Light curve of DS Tuc before (top) and after (bottom) the correction of the systematic e↵ects. Each panel shows the 2-minute (red points)
and 30-minute (blue points) cadence light curve. BTJD is the Barycentric TESS Julian Day, corresponding to BJD - 2,457,000. The dashed lines
represent the location of the three detected transits of DS Tuc A b.

used for Kepler images by Libralato et al. (2016). Briefly, using
the FFIs, empirical point spread functions (PSFs) and a suitable
input catalog (in this case Gaia DR2, Gaia Collaboration et al.
2018), the routine performs aperture and PSF-fitting photome-
try of each target star in the input catalog, after subtracting the
neighbours located between 1 px and 25 px from the target star.
A detailed description of the pipeline will be given by Nardiello
et al. (in preparation). For the 2-minute cadence, we adopted
the raw light curve (PDCSAP_FLUX) released by the TESS team
and available for download from the Mikulski Archive for Space
Telescopes (MAST) archive.

We corrected both the 2- and 30-minute cadence light curves
of DS Tuc adopting the same procedure described in Nardiello
et al. (2016). For each star with GBP < 13 located on the CCD 2
of Camera 3, we computed the mean and the rms of its light
curve. We selected the 25 % of the stars with the lowest rms, and
we used them to extract a cotrending basis vector (CBV) adopt-
ing the principal component analysis. We applied the Leven-
berg–Marquardt method to find the coe�cient A that minimises
the expression F

j

raw � A · CBV j, where F
j

raw if the raw flux of
the star at time j, with j = 1, ...,Nepochs, and Nepochs the number
of points in the light curve. We cotrended the light curve sub-
tracting A · CBV to the light curve of DS Tuc. In Fig. 2 we show
the 2-minute (blue points) and the 30-minute (red points) ca-
dence before (top) and after (bottom) the correction. Three tran-
sit events can be found in the time series (dashed lines in Fig.
2), but the third event occurred during a temporary failure of the
satellite pointing system (1347  TJD  1349, where TJD =
JD-2,457,000), with a consequent degradation of the data (upper
panel of Fig. 2). Thanks to our alternative detrending algorithm
we were able to recover the third transit, although at a lower
quality with respect to the others.

The TESS light curve of DS Tuc shows evidence for transits
of two distinct companions. According to the Data Validation
Report associated with each candidate (see Twicken et al. 2018),

one of the signals could be related to a companion with an or-
bital period of 20.88 days; however, after a first inspection of
the light curve, the results of the fitting procedure, and matching
the stellar field with Gaia DR2 data (see also Sect. 4.2), it shows
a very high probability of being a false positive, possibly due
to an instrumental e↵ect. The second signal appears to be pro-
duced by a real companion, characterised by an orbital period
of 8.138 days (semi-major axis = 0.09 au) and a planet radius
of 8.3 R�, evaluated adopting the stellar radius from the TESS
Input Catalog (1.19 ± 0.13 R�, Stassun et al. 2018) which is sig-
nificantly larger with respect to the one we obtained (see Sect.
2.3) and also reported by Gaia. Moreover, since the projected
separation of the two stellar companions of the binary system is
5.36", and the TESS pixel scale is 21"/pix, the two sources are
not resolved, leading to a likely overestimation of the planetary
radius as a consequence of the dilution of the transit by the bi-
nary companion. Before proceeding, we verified via a centroid
analysis from the TESS full-frame images that the transit of the
eight-day period candidate occurred on the primary star. Figure
3 shows the considered field, limited by the 3-pixel aperture used
for the flux extraction (red circle), with grey dots indicating the
positions of DS Tuc A and B and a faint background source. The
plot shows the calculated o↵sets (and the corresponding error
bars) with respect to the TESS out-of-transit images (magenta)
and to the position reported in Gaia DR2 (blue). In both cases,
the o↵set falls within one sigma of the position of DS Tuc A.

In the next two sections, we present our model of the ex-
tracted light curve developed via two di↵erent approaches: the
first considers only the first two transits and simultaneously fits
the rotational modulation, the second considers all the available
transits and a di↵erent method of flattening the curve. The two
methods lead to consistent results, but we decided to adopt the
planet parameters from the first one.

Article number, page 4 of 12

• Magnetic activity is not a serious limitation to detect transits of Earth-like planets in the
case of middle-aged Sun-like stars (e.g., Aigrain & Irwin 2004; Moutou et al. 2005;
Bonomo et al. 2009);

• measurements of the phase curves of giant planets or brown dwarfs (or ellipsoidal
modulation or Doppler beaming) generally requires to model and remove activity effects;

• transit depths are affected by starspots, requiring a proper modelling to derive Rp/R*
(e.g., Ballerini et al. 2012).

(Benatti et al. 2019)

DS Tuc (TESS 
photometry)
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KR with respect to the time and Vasy(mod)
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Figure 1. Top panel: the second part of the RV time series of the Sun as a star of Haywood et al. (2016) (blue filled circles) and the interpolated KR with
respect to the time and the CCF asymmetry indicator Vasy(mod) (solid line). The dotted lines indicate the ± σ intervals of the interpolated KR as computed with
the method described in section 3.2 of Lanza et al. (2018). Lower panel: the time series of the residuals of the uninterpolated KR (blue filled circles).

KR with respect to the time and full-disc B flux
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Figure 2. Same as Fig. 1, but for the mean unsigned magnetic field |B̂obs|.

In principle, the time bandwidth ht may provide an evolutionary
time-scale for the active regions responsible for the RV variations.
As a matter of fact, a KR can adjust its time bandwidth in an attempt
to reproduce short-term variability the activity indicator is not ca-
pable of accounting for. This could be related to physical processes,
such as supergranular convection, that are not directly affecting any
of our considered activity proxies. A similar phenomenon has been
noted with other regression techniques applied to reduce the impact
of stellar activity such as Gaussian Processes (e.g. section 2.3 of
Rasmussen & Williams 2006). However, in our specific case, we
see that the value of ht ≃ 4.6 d is similar to the typical time-scale
during which the variations of our best indicators and of the RV have
approximately constant slopes as can be seen by comparing Figs 2
and 5. A longer time series is required to draw conclusions on the

association between the value of ht and the properties of the main
active regions dominating the RV variations. The very recent release
of the first extended data set from the HARPS-N solar telescope
(Milbourne et al. 2019) will allow future investigations to clarify
this issue.

5 D I S C U S S I O N A N D C O N C L U S I O N S

The application of KR to a one-month time series of the RV of
the Sun as a star shows that the disc-averaged magnetic flux |B̂obs|
is the best proxy of activity effects and can be used to reduce the
standard deviation of the RV residuals down to 1.04 m s−1, that is by
a factor of 2.86 with respect to the standard deviation of the original
RV data. This level of noise reduction is approaching the value of
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A. F. Lanza et al.: Long-term RV variations of the Sun as a star

Fig. 1. Top panel: solar RV as derived by observing di↵erent reflecting
bodies vs. the time in JD on the lower axis and in years on the top axis,
respectively. The errors are derived in Sect. 4.2. The red dots indicate
measurements that are a↵ected by the rotation of the reflecting body or
by other systematics and that are excluded from further analysis. Middle
panel: chromospheric Ca II K index corresponding to our RV measure-
ments vs. the time (see Sect. 2.2). The red dots indicate the excluded
data points as in the top panel, while the errors are derived in Sect. 2.3.
Lower panel: same as the middle panel, but for the total mean magnetic
flux introduced in Sect. 2.2 and whose errors are derived in Sect. 2.3.

A precise calculation of the e↵ect is made di�cult by
our limited knowledge of the surface features of the di↵erent
asteroids and by the variation of the angles between their spin
axis and the directions to the Sun and the Earth along their or-
bit. Haywood et al. (2016) make an empirical investigation in
the case of Vesta and find that a RV rotational modulation with
a semi-amplitude of ⇠2.39 ± 0.55 m/s has been induced by this
e↵ect between 2011 September 29 and 2011 December 7. In the
case of the data points of Vesta in Table 1, we find a maximum
standard deviation of ⇠3.38 m/s in the course of the same night,
which is compatible with their results and the very rough esti-
mate given above. The amplitude is larger by a factor of ⇡2 in
the case of Ceres (Molaro et al. 2016), while a smaller amplitude
by a factor of 3�10 is expected in the case of the other asteroids
in our sample, owing to their smaller radii and longer rotation
periods (cf. Lanza & Molaro 2015). For the Galilean satellites,
the e↵ect can only be larger than ⇠1 m/s for Io because it has the
shortest rotation period.

Fig. 2. Solar RV vs. the time for a sequence of 196 Moon measure-
ments spanning about 4.5 h of total observation on 5 July 2012. The
radial velocities are corrected by the radial motion components of the
Moon relative to the observer and to the Sun as described in the text,
but without rotational and relativistic corrections, which are added in
Table 1.

2.2. Solar activity indexes

We use the normalized emission flux measured in a 0.1 nm band-
pass centred in the core of the solar Ca II K line (central wave-
length 393.3 nm) as a proxy for the solar chromospheric ac-
tivity level (Keil & Worden 1984; Keil et al. 1998; Meunier &
Lagrange 2013)3. The typical relative accuracy of this index is
⇠0.6 percent. Furthermore, we consider the magnetic field av-
eraged over the disc of the Sun as another proxy for its activity
to facilitate a comparison with the results of Deming & Plymate
(1994), who used the mean absolute magnetic field over the so-
lar disc as measured from Kitt Peak magnetograms. That time
series terminated on 21 September 2003 and was then contin-
ued to date by the SOLIS Vector Spectromagnetograph (here-
after SOLIS VSM).

The mean field values are determined from daily measure-
ments of the line-of-sight magnetic field flux density observed
with 1 arcsecond pixels and averaged over the full disc. The
solar line-of-sight magnetic field is measured with full-disc
Fe I 630.15 nm (Landé factor of the line ge↵ = 1.667) longitudi-
nal photospheric magnetograms (Jones et al. 2002)4. The mean
net magnetic flux is the sum of all the measurements divided by
the number of pixels on the disc. The mean total magnetic flux
is the average of the absolute value of the pixel measurements.
Only pixels within 0.99 solar radii from disc centre and with
absolute values greater than 0.2 G are included in the compu-
tation. The mean net magnetic flux during the time interval of
our RV observations spanned between �0.89 and 1.0 G, while
the range of the mean total flux was between 3.62 and 13.29 G.
The mean standard deviations of the mean net and total fluxes
are both ⇠0.017 G.

The variations of the chromospheric index and of the total
magnetic flux vs. the time are plotted in Fig. 3. We see that
the variations of the indexes are rather complex with the activity
level of the Sun showing two relative maxima during cycle 24.
Therefore, we cannot separate levels of low and high activity

3 Data are available from: http://nsosp.nso.edu/cak_mon
4 Data are available from: http://solis.nso.edu/vsm/vsm_
mnfield.html
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2.2. SDO/HMI

HMI onboard SDO captures full-disk images of the Sun with
near single-granule resolution (Pesnell et al. 2012; Schou et al.
2012). HMI determines the continuum intensity, line depth,
line width, Doppler velocity, and magnetic flux at each point
along the solar disk by measuring six wavelengths around the
6173.3Å neutral iron (Fe I) line in two polarization states
(Couvidat et al. 2016).

Using thresholding algorithms pioneered by Fligge et al.
(2000) and subsequently used for solar RV modeling by
Meunier et al. (2010b) and Haywood et al. (2016), we
identify active regions along the solar disk and calculate the
magnetic filling factor, ftotal (see Figure 1), the percentage of
the solar disk covered by magnetic activity. We use the same
intensity thresholds determined by Yeo et al. (2013) and
employed by Haywood et al. (2016) to distinguish between
dark regions (sunspots) and bright regions (plage and
network), allowing us to calculate filling factors for each
type of magnetic feature ( fbright and fspot, respectively). By
combining the intensity and magnetic flux information with
the Doppler velocities, we estimate the contributions of
magnetic activity to solar RVs.

In this work, we consider the 720 s exposure line-of-sight
measurements of the continuum intensity, magnetic field,
and Doppler velocity.18 We use six images each day, sampled
evenly over the 2.5 yr operational period of the solar telescope
at HARPS-N. Note that all HMI observables have a strong
24 hr modulation related to an imperfect removal of the
SDO spacecraft’s orbit (Couvidat et al. 2016); to mitigate the
effects of these and other systematics (Löhner-Böttcher &
Schlichenmaier 2013; Reiners et al. 2016; Hoeksema et al.
2018), we therefore reference all derived RVs to the quiet-Sun
velocity and take daily averages of the derived filling factors
and activity-driven RVs (Meunier et al. 2010b; Haywood et al.
2016). (See Section 4 and Appendix A for further discussion of
these calculations.)

2.3. SORCE/TIM

TIM on board SORCE measures the TSI using a set of four
Electrical Substitution Radiometers, providing a near-continuous
stream of solar photometry analogous to Kepler data (Kopp
et al. 2005) for the Sun.19 On timescales between days and
months, changes in the TSI are related to the movement of
bright and dark active regions across the solar surface (as
shown in Figure 1). The TSI therefore functions as a purely
photometric measure of the solar activity. While the solar
telescope at HARPS-N is equipped with an exposure meter,
variable atmospheric transparency, the aging of telescope
components, and the lack of a reference source makes ground-
based photometry impractical. The space-based SORCE/TIM
is therefore a valuable tool in the study of solar activity,
allowing us to compare our disk-integrated and disk-resolved
data products with simultaneous photometry.

3. Comparing Measurements of Solar Magnetic Activity

The solar telescope, SDO/HMI, and SORCE/TIM each
provide a unique lens for analyzing solar activity. Using the
broadband, spectroscopic information derived from the solar
telescope/HARPS-N, we extract the solar RVs, Mt. Wilson
S-index, and the derivative index ¢Rlog HK (see below for a
further discussion of these activity indicators). SDO/HMI
directly images active regions on the solar disk, allowing us to
identify them as sunspots or plage and network. SORCE/TIM
measurements of the TSI provide a photometric measurement
of solar activity.
Comparing the time series of each activity indicator, shown

in Figure 1, we see qualitative agreement between the data
products of each instrument. The HARPS-N-derived ¢Rlog HK,
the SDO/HMI bright region filling factor (plage and network),
the peak amplitudes of the SDO/HMI spot filling factor,
and the SORCE/TIM TSI all show the same downward trend
as the Sun approaches solar minimum. Furthermore, peaks in
the spot filling factor are coincident with sharp dips in the
SORCE/TIM TSI. In this section, we make quantitative
comparisons between these independent measurements of solar
activity and demonstrate the instruments provide a consistent
picture of solar magnetic processes.

Figure 1. Solar measures used in this work. From top to bottom: solar
telescope/HARPS-N RV after subtracting the effects due to all planets using
the JPL Horizons System (measured relative to the averaged HARPS-N solar
RV) and log ¢RHK (red), SDO/HMI bright (plage and network) and dark (spot)
filling factors (black), and SORCE/TIM TSI (blue). A noticeable decrease in
solar activity beginning around Day 200 is visible in all of the displayed
activity indicators but not in the HARPS-N RVs. However, we do note an
apparent decrease in the RV scatter at this time. Dips in the TSI are coincident
with peaks in the spot filling factor. Observations are taken between 2015 July
through 2017 September, with solar minimum expected in late 2018/early
2019. For the solar telescope/HARPS-N and SORCE/TIM derived quantities,
we plot a representative ±σ statistical error bar. Since the SDO/HMI-derived
quantities are determined by averaging over ∼106 CCD pixels, the associated
statistical errors are vanishingly small. We therefore omit error bars for those
quantities.

18 Publicly available athttp://jsoc.stanford.edu/.
19 Publicly available athttp://lasp.colorado.edu/home/sorce/data/tsi-data/.
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first using the convective RV shift calculated using all observed
active regions and second using the convective RV shift
calculated using only large spots/plage. The results of this
analysis are given in Figure 7 and Tables 1 and 2.

5. Discussion

5.1. Reconstruction of Solar RVs

As shown in Figure 7, both A(t) and B(t) are consistent with
constant values, implying that Dv̂conv and Dv̂phot have a
consistent effect on the solar telescope/HARPS-N measure-
ments over the full observation period. The resulting A(t) and
B(t) values are consistent with those reported by Haywood
et al., as shown in Table 2. Haywood et al. (2016) measured the
Sun close to solar maximum, observing a total magnetic filling
factor 6%<ftotal<10% , whereas near solar minimum, we
observe ftotal<5%. We also note that the rms amplitudes of
Dv̂phot andDv̂conv (shown in Table 1), calculated using network
and plage regions, are consistent with or somewhat smaller
than those of Meunier et al. (2010b) and Haywood et al.
(2016), which is consistent with observations performed at
different parts of the activity cycle. Given the agreement of our
A(t) and B(t) values with those of Haywood et al. (2016), we
may conclude that these parameters do not change significantly
as the Sun enters activity minimum, and only weakly depend
on the magnetic filling factor, if they do so at all.

Using only large plage/spot regions in our reconstruction of
Dv̂conv does not significantly change the magnitude of A(t) and
B(t) compared to using all active regions. However, when all
active regions are considered, the calculated instrumental offset
RV0(t) (see Figure 7) slowly increases over the 3 year
observation period. This slow increase disappears when our
model assumes that only large active regions suppress the
convective blueshift. We discuss the implications of this result
in Section 5.2.

5.2. Long-timescale Variations: Changes in RV0

As our model assumes that magnetic activity is fully
described by Dv̂conv and Dv̂phot, we expect RV0 to be an
instrument-dependent parameter related to the zero-point of
HARPS-N, and therefore constant over our observation period.

HARPS-N exposures are calibrated using a simultaneous
reference with sub-ms−1 precision (Cosentino et al. 2014),
and the SDO/HMI basis functions are calculated relative to the
quiet-Sun velocity (Haywood et al. 2016); long-term instru-
mental drifts are therefore calibrated out of each measurement
and should not affect the value of RV0.
However, in both fits to the solar telescope data, we find a

systematic increase in RV0. When all active regions are
considered, we obtain a shift of ΔRV0=2.6 m s−1 over the
course of the 800 day measurement period. Accounting for the
area dependence of the convective velocity eliminates this
variation almost entirely. This is consistent with our hypothesis
regarding the area dependence of the convective velocity: small
active regions do not meaningfully contribute to the suppres-
sion of convective blueshift on timescales of the solar rotation
period. Instead, as shown in Figure 4 and the right panel of
Figure 6, these small regions contribute a systematic drift on
timescales of hundreds of days. Differentiating the contribu-
tions of small and large magnetic activity is therefore necessary
for the successful detection of long-period, low-mass planets
around solar-type stars.
Physically, this systematic RV shift may be due to the

different contributions of plage and network, as demonstrated
in Palumbo et al. (2017). Part of the active solar network results
from decaying of plage regions, resulting in a correlation
between the plage filling factor and the network RV
contribution. This, in turn, may lead to an overall systematic
RV shift. We may also consider a similar scenario for dark
spots: small, dark solar pores lack penumbra, and therefore
have a different contribution to the solar RV. As the Sun enters
activity minimum, large spots become less common, leading to
a larger relative pore contribution and therefore a systematic
RV shift. In both cases, large and small active regions must
therefore be treated separately in our RV reconstruction.

5.3. RV Residuals and Rotational Modulated Variations

The measured solar telescope/HARPS-N RV variations
(Figure 1, top) have an rms scatter of 1.65 m s−1. Subtracting
the reconstructed values of ΔRVmodel computed using all
active regions and using the physically motivated constant
value of RV0 (assumed to be an instrumental offset) reduces

Figure 5. Left: periodogram of the solar telescope RVs (red), fit residuals using all active regions (black), and fit residuals using a 20 μHem area threshold (blue). We
note that measured solar RVs have an amplitude of 0.72 m s−1 at the solar rotation period. Applying our model with no area cut reduces this amplitude to 0.24 m s−1;
including an area cut results in an amplitude of 0.42 m s−1. Inset: a zoomed-out view of the periodogram. We note that the two fits successfully reduce the RV
amplitudes observed on most timescales greater than the rotation period. Right: histogram of the RV residuals. Both fits result in Gaussian-distributed RV residuals:
while both fits display decrease the rms RV residuals, applying an area threshold does not produce a visible change in the fit residuals. The area cut does, however,
remove the unphysical trend in RV0, as discussed in Section 5.2 and as shown in Figure 7.

7

The Astrophysical Journal, 874:107 (12pp), 2019 March 20 Milbourne et al.



• Activity produces a shift of the frequencies of
p-mode in solar-like stars (e.g., Karoff et al.
2018; Garcia & Ballot 2019);

• The effect depends on the intensity and spatial
distribution of the magnetic fields providing a
way to measure activity cycles and differential
rotation (e.g., Thomas et al. 2019);

• Activity tends to reduce the amplitude of p-
modes which can be a problem for their
detection is the case of young stars (Chaplin et
al. 2011).

• This can affect measurements of stellar age,
rotation, and inclination;

• Comparison of rotation measurements from
astroseimology and rotational modulation of
the flux are possible (e.g., Nielsen et al. 2015).

percent-level inter- and intrapixel sensitivity changes across the
detector that can induce artificial offsets when the spacecraft
changes orientation every quarter. These changes will introduce
slow drifts in the measured photometry, which are not likely to
have a large effect on the standard deviation. This suggests that
adjusted standard deviation of the solar photometry should be
seen as an upper limit on the standard deviation and that the
standard deviation to compare with the stellar result is closer to
the original standard deviations.

In addition to this, the relative solar photometry is given as
daily averages (Fröhlich 2009), whereas the stellar measure-
ments are obtained over only half an hour. On timescales less

than a day, the solar photometry is dominated by granulation
and oscillations, which is not the focus of our studies. We used
the atmosphere model described below to calculate the
difference in the standard deviation of the solar photometry
calculated from either 30-minute or 24 hr averages. Here the
former turned out to be only 0.1% larger. We therefore consider
this value to be insignificant.

3.2. Peak-height Ratios

Starspot modulation of the stellar light curves encodes
information about the stellar rotation and magnetic activity (see

Figure 5. Two full cycles. Same as Figure 4, but here zoomed out to see the last solar cycle.
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HD 173701 (M=1.0M⊙ , R =0.93R ⊙ ) Sun

(HD173701: Teff = 5490 K; Prot = 21 d; Pcycle = 7.4 yr; Karoff et al 2018)
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Long-term variation (LTV): 𝜟F/F ≃1.6 x 10-3 at 748 nm; rotational modulation is between 10% and 150% of LTV; the  Sun is
brighter when more active (it’s an activity-bright star [Radick et al. 2018; Shapiro et al. 2014; Meunier & Lagrange 2019]). 



• In a given passband, the amplitude of variability depends on the timescale;

• From the point of view of transit detection, a useful metrics could be similar to Kepler
Combined Differential Photometric Precision (CDPP; Gilliland et al. 2015), that is, the
overall noise on timescales of 3-12 hr;

• Given the statistic correlation between the flux in different passbands, data from X-rays
and UV surveys can be used to characterize the activity level of stars;

• The amplitude of the cycle (and flare) variations increases with decreasing wavelength
giving a larger dispersion in the EUV and X-rays at a fixed level of activity.



• Amplitude of the optical variability (specify the passband and the 
timescale); 

• Normalized X-ray (LX / Lbol) or UV luminosities;

• Chromospheric indexes, notably Ca II H&K, H𝛼, or Ca IR triplet
(requires high-res spectroscopy; for example: Gaia; Gaia-ESO; RAVE; 
GALAH; but consider limitations related to the survey purposes). 



D. W. Evans et al.: Gaia Data Release 2

Fig. 8. Distribution of the number of G-band CCD transits for each
source. The last bin in the distribution reports the number of sources
with more than 500 G-band CCD transits.

Fig. 9. Distribution of uncertainty on the weighted mean G value as
a function of the same G magnitude. The orange line shows the mode
of the distribution. This plot is restricted to all sources with between 90
and 110 G observations. The magenta line shows the equivalent results
from Gaia DR1 as shown in Fig. 17 of Evans et al. (2017). The green
line shows the expected uncertainties for sources with 100 G-band CCD
transits and for a nominal mission with perfect calibrations. The red
line shows the same uncertainty function, but with a calibration uncer-
tainty of 2 mmag added in quadrature to the individual observations.
The dashed black line has a slope of 0.4 and indicates that the faint
end is sky dominated. The distribution has been normalized along the
magnitude axis, i.e. scaled so that each magnitude bin has the same
number of sources in order to show features along the whole magnitude
range.

G observations for each source. The mean and median values
are 209 and 196, respectively, which is approximately twice the
number of observations contributing to the first data release. As
can be seen from Fig. 8, the distribution is broad and bimodal,
which is a consequence of the scanning law. The distribution of
the number of GBP and GRP observations is similar, but reduced
by a factor of approximately 9.

Figures 9–11 show the distribution of the standard uncer-
tainty on the weighted mean as a function of G magnitude. These
plots are restricted to sources with approximately 100 CCD tran-
sits in G (equivalent to about 10 GBP and GRP transits) so that
they can be compared to predictions of the uncertainty using the

Fig. 10. Distribution of uncertainty on the weighted mean GBP value
as a function of the same G magnitude. The lines shown are equivalent
to those of Fig. 9. In this case, the plot is restricted to all sources with
10 GBP observations. The green line shows the expected uncertainties
for sources with 10 GBP transits and for a nominal mission with perfect
calibrations. The red line shows the same uncertainty function, but with
a calibration uncertainty of 5 mmag added in quadrature to the individ-
ual observations. The dashed black line has a slope of 0.4 and indicates
that the faint end is sky dominated.

Fig. 11. Same as Fig. 10, but for GRP. In this case, the red line shows
nominal uncertainty function with a calibration uncertainty of 3 mmag
added in quadrature to the individual observations.

formulation that can be found in Jordi et al. (2010). The value
of 100 was chosen so that the results from Gaia DR1 for the
G band could be compared with these results. For future releases,
a higher value will be chosen.

The green lines in these plots show the predicted uncer-
tainties using nominal mission parameters for sources with
100 CCD observations. The red lines show the same predictions,
but with a calibration floor added in quadrature. The estimated
calibration floors are 2, 5, and 3 mmag for G, GBP, and GRP,
respectively. For the G band, this represents an overall improve-
ment in the calibrations from the 3 mmag level attained in the
first data release. No GBP and GRP photometry was released for
Gaia DR1 to be compared with the current results. We also
show in Fig. 9 the results from Gaia DR1 (magenta line), which
indicate an overall improvement in the calibrations and image
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The main limitation of Gaia photometry
from our point of view is the scanning law; 

D. W. Evans et al.: Gaia Data Release 2

Fig. 12. Sky distribution in equatorial coordinates of the uncertainty on the weighted mean in G for sources in the magnitude range 13 to 16
(left plot). The middle plot shows the number of observations per source and the right plot the number of sources with G > 16 per level 6
Healpixel.

Fig. 13. Comparisons of the three Gaia passbands, G, GBP, and GRP, with respect to the transformed VT photometry from the external photometric
catalogue Tycho-2. The green and black lines show the median and one sigma points of the residual distributions, respectively.

Fig. 14. Comparisons of the three Gaia passbands, G, GBP, and GRP, with respect to the transformed r
0 photometry from the external photometric

catalogue APASS. The green and black lines show the median and one sigma points of the residual distributions, respectively.

Fig. 15. Comparisons of the three Gaia passbands, G, GBP, and GRP, with respect to the transformed r
0 photometry from the external photometric

catalogue SDSS. The green and black lines show the median and one sigma points of the residual distributions, respectively. The red lines show
possible flux offsets to the Gaia photometry that match the systematics seen at the faint end. These correspond to values of �4, 5, and 6 e�s�1 for
G, GBP, and GRP, respectively.

was restricted to the colour range 1.0<GBP�GRP < 1.2. In this
narrow colour range, the colour term between the G and r

0 bands
is very small and contributes very little to the overall width of
the comparison. However, for Gaia DR2, comparisons must be
made with the GBP and GRP photometry, where the assumption
of a small colour term is invalid. Using transformations given in
Appendix A, the r

0 and VT photometry from the external cata-
logues was converted into the three Gaia passbands. The narrow
colour restriction was maintained, thus avoiding any problems

with the transformations at extreme colour. A zeropoint offset
was also applied to aid the comparisons.

Figure 13 shows the comparison with the Tycho-2 catalogue.
In the G comparison, a small gradient is seen between G = 7
and 11, resulting in a systematic of up to 10 mmag. This matches
the consistency results in Arenou et al. (2018). The GBP and GRP
comparisons in the same magnitude range are consistent with no
significant differences between the two catalogues. The upturn
seen at the faint end in all three comparisons is probably due to a
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of a small colour term is invalid. Using transformations given in
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0 and VT photometry from the external cata-
logues was converted into the three Gaia passbands. The narrow
colour restriction was maintained, thus avoiding any problems

with the transformations at extreme colour. A zeropoint offset
was also applied to aid the comparisons.

Figure 13 shows the comparison with the Tycho-2 catalogue.
In the G comparison, a small gradient is seen between G = 7
and 11, resulting in a systematic of up to 10 mmag. This matches
the consistency results in Arenou et al. (2018). The GBP and GRP
comparisons in the same magnitude range are consistent with no
significant differences between the two catalogues. The upturn
seen at the faint end in all three comparisons is probably due to a
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Left panel - Orange line: mode of the distribution in DR2; magenta: same in DR1; green: nominally expected with a perfect calibration; red: with
calibration uncertainty of 2 mmag; the dashed black line with a slope of 0.4 shows that the faint end is sky-dominated (Evans et al. 2018).
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• Next Generation all-sky X-ray survey

• 30× deeper than ROSAT,    10× deeper than XMM-Slew

• All-Sky Surveys starting early 2020, 8 full surveys separated by 6 months 

scanning: 4h / rotation à each sky position seen 6 x per day in each eRASS

Example 2: eRASS ( eROSITA All Sky Survey):

Expected number of stars

in eRASS:

≈500 000 detections

(vs. ROSAT: ~ 60 000 

new X-ray sources)

50 000 @ > 200 cts
à X-ray temperature

5 000 @ > 1000 cts

à detailed spectra

All potential PLATO targets
will be observed in eRASS.

Example: M dwarfs in d < 10pc

* 40% undetected to date

* > 2 dex spread of X-rays
for given SpT

à Understanding evolution
of planet atmosphere
requires to know XUV emission
of every single host star

eRASS limit

XMM limit (not All-Sky)



• PLATO targets should not be selected by discriminating against active stars because that
will penalize young targets and lead to an excess of stars viewed with low inclination, if
based on optical/IR variability;

• A measurement of the optical variability can be a useful proxy, although the variability on
transit timescales can be derived in a systematic way only from some surveys (e.g., TESS,
in part, Gaia);

• Surveys in the X-rays (ROSAT, eROSITA) and UV (GALEX) can be very useful, but one
should keep in mind the flux variability produced by activity cycles, rotational
modulation, and transients (flares); there is a bias towards younger, more active stars
(except for targets closer than 10-25 pc);

• Rotational periods for large samples of stars in clusters and in the field (e.g., K2, Gaia)
can be used together with activity-rotation relatioships to estimate the activity level.







To illustrate the power of the eRASS in detecting stars, a comparison of the eROSITA survey sensitivity with 
stellar sources detected by ROSAT and in several Chandra deep fields is shown in Figure 5.4.2. For example a 
young active solar analog like EK Dra with LX ~ 1030 erg/s will be detected out to distances of 1 kpc in the 
eRASS, whereas our Sun, a rather inactive star with an average LX ~ 1027 erg/s, will be detected up to distances 
of  about 30 pc. 

Compared to the ROSAT all-sky survey, the eRASS will not only detect more stars and more photons per star, 
but also provide more accurate spatial and spectral information on the individual targets. Further, the whole sky 
is surveyed eight times over four years of observations and each source is observed several times per individual 
all-sky scan, allowing to study variability on very different timescales (see Section 5.7 below). 

Undoubtedly, a large number of astrophysical questions can be addressed with the eRASS data in a more 
sophisticated manner than allowed by previous studies. The main goals of the eROSITA survey can be 
summarized as follows:

Figure 5.4.2: eROSITA all-sky survey sensitivity with two Suns (adapted from Wright et al. 2010). 
eROSITA sensitivity (black line) vs. stellar sources detected by ROSAT: survey + pointings (dots) and in 
Chandra deep imaging surveys: CDF-N, ChaMP and COSMOS (crosses).

• Determination of X-ray properties of diverse stellar populations by obtaining volume complete 
samples in the solar neighborhood and flux limited sample in the local milky way;

• Identification and study of young stellar objects in star forming regions and moving groups that 
trace recent and ongoing stars formation;

• Study of  X-ray emission and its evolution in relation to other stellar parameters (mass, rotation etc.);
• Identification and characterization of  X-ray emission from rare stellar objects;
• Investigation of  X-ray generating mechanisms and time-variable phenomena.

50

(Merloni et al. 
eROSITA
Science Book)
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Fig. 1. The Total Solar Irradiance time series (level 2.0 data of the VIRGO experiment) used to simulate Sun-like microvariability in the present
investigation. Small horizontal red dashes at the bottom of the plot mark gaps in the time series.

Recently Aigrain & Irwin (2004) have proposed methods to
overcome the difficulties due to irregular sampling or gaps, based
on a least-square fit of individual sine and cosine components or
on the application of iterative non-linear filters.

The first CoRoT blind test (Moutou et al. 2005) represented
a testbed for several different methods to treat solar-like vari-
ability and showed the potentiality of those methods in combi-
nation with suitable transit finding algorithms to detect transits
in a set of one thousand simulated light curves also including
gaps and instrumental effects. The best method to remove stel-
lar microvariability proved to be a best fit based on the use
of 200 sine and cosine harmonic functions coupled with the
BLS transit finder algorithm (Kovács et al. 2002) proposed by
the Geneva team.

In the present paper, we propose a different method to
treat stellar variability, based on our model of the Total Solar
Irradiance (TSI) variations (Lanza et al. 2003, 2007). Previous
models do not exploit knowledge of the cause of the variation,
that is the intrinsic evolution and the rotational modulation of
the visibility of active regions, while our model includes such
effects. The residuals obtained after subtracting our model have
a maximum amplitude of 100−150 ppm and an almost Gaussian
distribution (cf. Lanza et al. 2003, and Sect. 3.1), suggesting us
to apply algorithms developed for the detection of planetary tran-
sits in the presence of a Gaussian white noise. The performance
of the proposed approach will be compared with that of the
200-harmonic best-fit algorithm of the CoRoT blind test to es-
tablish advantages and limitations of the new method. Moreover,
other methods will be briefly discussed in Sect. 5, deferring a de-
tailed comparison to successive papers.

2. Light curve simulations

To assess the performance of the proposed method, we shall
analyse an extensive set of simulated light curves. Each light
curve includes flux variations produced by Sun-like activity,
planetary transits, and photon shot noise, respectively.

To simulate the effects of Sun-like activity, we choose a
subset of the TSI variation of duration 170 days ranging from
January 1st to June 19th 2001 as observed by the radiome-
ters of the VIRGO experiment on board of the SoHO satel-
lite (Fröhlich et al. 1995, 1997, see Fig. 1). Specifically, we
use the 2.0-level TSI time series with a time sampling of one
value per hour, accessible from the VIRGO web site at the
Physikalisch-Meteorologisches Observatorium Davos – World

Radiation Center2. The standard deviation of the hourly TSI data
is 20 ppm. Short quasi-periodic gaps, not exceeding a few hours,
are present in the TSI time series and are retained in our sim-
ulations as representative of the gaps expected for a space-
borne photometric experiment. Their total duration is 36 h, i.e.,
0.9 percent of the time series (see Fig. 1).

The considered time series falls close to the maximum of
activity cycle 23 and shows flux variations up to 2600 ppm
due to the transits of large active regions across the solar disc.
Therefore, this time series is well suited to study the impact
of the largest Sun-like variability on planetary transit detection.
Note that the level of activity of the Sun at the maximum of the
11-yr cycle is close to the median activity level of field dwarf
stars of spectral types F and G, as found by Schmitt (1997) by
comparing their coronal X-ray fluxes.

We prefer to use real solar irradiance data instead of simu-
lating stellar microvariability with the approaches proposed by,
e.g., Aigrain et al. (2004) or Lanza et al. (2006). Actually, those
models are based on extrapolations of the solar variability char-
acteristics to the case of more active stars and cannot be tested
observationally yet.

To simulate stellar variability for intervals of 150 days, such
as those of the long runs of the space experiment CoRoT, we ex-
tract 150-d sections of the above TSI time series choosing start-
ing points at random between 0 and 20 days. In this way, we get
different realisations of Sun-like activity, reducing possible sys-
tematic effects associated with the variations contained in a fixed
TSI subset (cf. Sect. 3.1).

We computed light curves of planetary transits by means
of the IDL procedure Universal Transit Modeller (UTM) (Deeg
1999). We consider circular planetary orbits with periods of 5,
10, 25, and 50 days, and an inclination of 90◦, i.e., the planet
transits across the centre of the disc of the star. The radius of the
planet is varied between 1.0 and 2.0 R⊕ in steps of 0.25 R⊕ . A
radius of 1 R⊙ and a mass of 1 M⊙ are assumed for the star
and a quadratic limb-darkening law is adopted for the stellar
photosphere. Therefore, the duration of the transits ranges from
3.11 h for an orbital period of 5 days up to 6.67 h for a period
of 50 days.

In this way, we have simulated a total of 20 different tran-
sit light curves. Finally, we shift the initial transit to a random
phase between 0.0 and 1.0, taken from a uniform distribution,
and add stellar variability and photon shot noise, assuming that

2 http://www.pmodwrc.ch/pmod.php?topic=tsi/virgo/
proj_space_virgo#VIRGO_Radiometry
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Poisson statistics can be well approximated by Gaussian statis-
tics at the photon count levels characteristic of planetary transit
searches. We consider four levels of noise, i.e., with standard
deviations of 100, 200, 300, and 1000 ppm, which correspond
approximately to the noise levels reached in one-hour integra-
tion time for G2V stars of magnitudes V = 12, 13, 14, and 16
as observed by CoRoT, respectively3. One hundred independent
white Gaussian noise realisations are computed for each value
of the standard deviation and added to each of the noiseless light
curves giving a total of 8000 light curves with transits.

In a search for planetary transits it is important to estimate
the number of false alarms produced by those random combi-
nations of the noise that may approximate a transit feature (see
Doyle et al. 2000, and Sect. 4). We determine the frequency
of false alarms by analysing transitless light curves obtained
by combining solar irradiance variations with 100 random se-
quences for each of the above noise standard deviations, for a
total of 400 light curves.

3. Analysis of simulated light curves

The simulated light curves are analysed in two steps. First, we fit
stellar microvariability by applying our model based on three ac-
tive regions (hereinafter 3-spot model; Lanza et al. 2003) and the
model proposed by the Geneva team for the CoRoT blind test,
based on a least-square fit with harmonic functions (hereinafter
200-harmonic fitting; Moutou et al. 2005). Next, we apply the
Box-fitting Least Square algorithm (or BLS; Kovács et al. 2002)
to search for transits in the time series of the residuals obtained
with the two different variability models to see which one gives
the best performance in terms of detected transits and reduced
false alarms. The residuals of the transitless light curves are anal-
ysed in the same way to find the frequency of false alarms pro-
duced by noise.

3.1. The three-spot model of Sun-like variability

The model is described by Lanza et al. (2003), and its perfor-
mance is studied in detail by Lanza et al. (2003, 2007) in the
case of the Sun at different phases of the 11-yr cycle. Therefore,
we limit ourselves to a brief introduction. The model makes use
of three active regions, containing both cool spots and warm fac-
ulae, to fit the rotational modulation of the TSI, and a uniformly
distributed background component to fit the variation of its mean
level along the 11-yr cycle. The ratio of the area of the faculae
to that of the sunspots in each active region is fixed.

The rotation period Prot is assumed as a free parameter rang-
ing from 23.0 to 33.5 days, and its value is determined, together
with the other free parameters, by minimizing the χ2 (see Lanza
et al. 2003). The inclination of the rotation axis i is set at the solar
value during the fitting process. Considering also the mean flux
level, the areas and the co-ordinates of the three active regions,
the number of free parameters is eleven.

The timescale of evolution of the active region pattern on the
Sun is significantly shorter than the rotation period. The longest
time interval that can be modelled with three stable active re-
gions is 14 days (cf. Lanza et al. 2003). Hence, the time series
is subdivided into subsets of 14 days, each of which is fitted
with the model described above. The duration of a transit is at
least one order of magnitude shorter than the timescale of vari-
ation of the active region configuration, ensuring that the model

3 http://corotsol.obspm.fr/web-instrum/payload.param/
index.html

Fig. 2. Distributions of the residuals of the TSI best fit along solar cy-
cle 23 obtained with the 3-spot model (solid black histograms) and the
200-harmonic fitting (dashed green histograms) for the three labelled
time intervals corresponding to the minimum (top panel), intermediate
(middle panel) and maximum (bottom panel) of activity. Solid-black
lines and green-dashed lines are Gaussian best fits to the 3-spot and
the 200-harmonic residual distributions, respectively. The standard de-
viations of the Gaussian best fits are indicated in the panels with σ3s
and σh, referring to the 3-spot model and the 200-harmonic fitting,
respectively.

is not significantly affected by transit dips. Small discontinuities
at the level of ∼30−50 ppm are sometimes present at the match-
ing points between successive 14-d best fits. Their impact on our
results is minimized by the random choice of the origin of the
TSI time series used to simulate stellar activity, ensuring that
those features never fall at the same points of the solar variation
series.

In Fig. 2, we plot, with solid lines, the distributions of the
residuals of the best fit to the TSI from 6 February 1996 to
6 February 2007, distinguishing three time intervals correspond-
ing to the minimum, intermediate, and maximum levels of ac-
tivity along solar cycle 23, respectively. The distributions are
well approximated by Gaussians except in the tails that appear
slightly higher than a normal distribution. Power spectra of the
residuals are plotted in Fig. 3 (left panel), revealing a charac-
teristic inverse dependence on frequency up to 0.25 h−1 (Jenkins
2002), and an almost white spectrum at higher frequencies. Note
the high level of power during the intermediate phase of cycle 23
owing to the appearance of large sunspot groups in the decaying
phase of the cycle.

3.2. Modelling Sun-like variability by 200-harmonic fitting

Stellar variability is modelled as a sum of harmonics of a fun-
damental frequency fL = 1

2T , where T is the whole duration of
each time series, i.e., ∼150 days. The number of considered har-
monics is fixed at NL = 200, so the highest frequency in the

In the case of the Sun (Prot = 25 days) the amplitude of the light curve is of about 0.3%. Application of 
spot modelling gives residuals with standard deviation of 20-30 ppm. 
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Fig. 4. Top panel: light curve detrended
with the ARC2 pipeline and fitted with our
composite maximum-entropy regularized spot
model and the parameters listed in Table 1.
The observed flux, normalized to its maximum
value, is plotted vs. time (filled dots) and the
best fit is superposed (solid line). Lower panels:
residual of the regularized best fit vs. time
(filled dots).

Fig. 5. Histogram of the distribution of the residuals of the regularized
best fit to the light curve in Fig. 4 (solid red histogram) and its best fit
with a Gaussian (solid green line). The vertical dotted line marks the
zero value.

by Bonomo et al. (2012). However, we are not in the position
to characterize such e↵ects because we are analysing only long-

cadence data the time sampling of which is too coarse to give
precise information on these phenomena, in particular on the
secondary eclipses. We also indicate in Fig. 8 the synodic period
Psyn calculated as P�1

syn = |P�1
orb � P�1

rot |, where we adopted a mean
rotation period Prot = 12.01 days. Variability with the synodic
period could be an indication of magnetic star-planet interac-
tions (Lanza 2008, 2012). In the present case, the peaks close
to Psyn are not particularly prominent suggesting that there is
no detectable e↵ect of the planet on stellar variability in the
present dataset. Similar results are obtained from the analysis of
the residuals of the regularized best fits, but they are not shown
here.

5.2. Longitude distribution of active regions, comparison with
occulted spots, and differential rotation

In Fig. 9 we plot the distribution of the filling factor of the
starspots f versus the longitude and the time for the regular-
ized spot maps obtained with the ARC2 light curve. The ori-
gin of the longitude is at the meridian pointing toward the Earth
on BJDTDB 2454964.512 and the longitude is increasing in the
same direction as the stellar rotation and the orbital motion of
the planet. The reference frame is rotating with the star with
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Fig. 6. As in Fig. 4 but for the light curve de-
trended with the approach of Bonomo & Lanza
(2012).

Fig. 7. As in Fig. 5 but for the light curve de-trended as in Bonomo &
Lanza (2012) and plotted in Fig. 6.

a period Prot = 12.01 days as in Bonomo & Lanza (2012). In
the following, we measure the time t starting from a reference
epoch, that is, we introduce a time t0 = t � 2454900.0 measured
in BJDTDB.

Spots occulted by the planet during transits have been mod-
elled by Valio et al. (2017) by analysing the short-cadence
Kepler photometry whose time series began after the first transit
detection, that is, approximately after t0 ⇠ 290 days. The belt
covered by the planet during its transits extends from �7.0� to
8.4� in latitude, assuming that the transit chord covers the north-
ern hemisphere of the star, given that the impact parameter is
b = 0.012 ± 0.010 and the radius of the planet 0.1335 ± 0.0001
stellar radii according to Maxted (2018). A similar result is
obtained with the transit model by Valio et al. (2017), who took
into account the systematic e↵ects of the spots on the transit pro-
file obtaining a slightly larger radius than that of Maxted, that is,
0.138 ± 0.001 and an impact parameter b = 0.10 ± 0.01 stellar
radii, leading to an occulted belt between �3.6� and 13.8� in lati-
tude, again assuming a transit chord on the northern hemisphere.
In Fig. 9, the occulted spots are marked as white open circles
the size of which is proportional to their flux deficit defined as
D = ⇡r2

s (1 � Ispot/I), where rs is the radius of the spot as derived
by the duration of its occultation and Ispot/I the ratio of its spe-
cific intensity to the unperturbed intensity as derived from the
height of the photometric anomaly produced by the spot itself
(the “bump” along the residual transit profile).

The map of the distribution of the spot filling factor as
derived from the light curve de-trended with the approach of

A38, page 8 of 20

Kepler-17 is a G2V star with a rotation period of 12 days and an estimated age younger than 1.8 Gyr. The amplitude of 
its light curve is of about 6%, but the standard deviation of its residuals after spot modelling is only 269 ppm, close
to the precision of the photometric measurements of 222 ppm.  
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Fig. 2. a) Power spectrum of the PMO6 light curve (1996-2001). Light grey: power spectrum. Dark grey: idem, smoothed with a boxcar
algorithm. Thick solid line: multi-component powerlaw fit (see Sect. 2.2). Dotted lines: individual components of the fit. b) Comparison
between the the time dependence of the amplitude of the low frequency component of the power spectrum (A1) and chromospheric activity.
Solid line: evolution of A1, computed as described in Sect. 2.3, using L = 180 days and S = 20 days, between 1996 and 2001. The gap at
around 1000 days corresponds to a prolonged gap in the data. Dotted line: BBSO Ca II K-line index over the same period (arbitrary units),
smoothed with a boxcar algorithm (base 180 days).

Oscillations), the experiment for helioseismology and solar ir-
radiance monitoring on SoHO (Frohlich et al. 1997).

Stellar micro-variability is difficult to observe from the
ground due to its very low amplitude, except for very young,
active stars – which are outside the main range of interest
for planet searches. There is some information available on
rms night-to-night and year-to-year photometric variability of
a small sample of stars monitored over many years by a few
teams (Radick et al. 1998; Henry et al. 2000). We make use
of these as they present the advantage of covering a range of
stellar ages, but their irregular time coverage and limited pho-
tometric precision make them unsuitable for an in-depth study,
and particularly for the detailed analysis of the frequency con-
tent of the variations.

A drastic improvement in our understanding of intrinsic
stellar variability across the HR diagram is expected from the
very missions this work is aimed at preparing. In the relatively
short term, MOST will provide valuable information for a small
sample of stars, but it is not until the launch of COROT, and
later Kepler and Eddington, that a wide range of stellar param-
eters will be covered. In the mean time, we must make use of
the detailed solar data, and make reasonable assumptions to ex-
trapolate to other stars than the Sun.

2.1. SoHO/VIRGO total irradiance (PMO6) data

All SoHO/VIRGO data used in this work were kindly pro-
vided by the VIRGO team. The main instrument of interest was
PMO6, a radiometer measuring total solar irradiance.

The light-curves cover the period January 1996 to
March 20011, which roughly corresponds to the rising phase
of cycle 23.

2.1.1. Pre-processing of the data

The light curves were received as level 1 data, in physical
units but with no correction for instrumental effects or outliers.
Careful treatment was required to remove long term (instru-
ment decay) trends. There was a difference of ∼0.24% in the
mean measured flux between the start and the end of the time
series. Given that the observations roughly correspond to the
interval between the minimum and the maximum of the Sun’s
activity cycle, one might expect to see a rise in the mean irra-
diance over that period. The instrumental decay may therefore
be higher than the value quoted. However, the absolute value of
the irradiance was of little interest for the present study, which
concentrates on relative variations on time scales of weeks or
less. Any long term trends in the data were therefore removed
completely, regardless of whether they were of instrumental or
physical origin. The decay appeared non-linear and there were
discontinuities and outliers in the light curves, making a simple
spline fit unsuitable.

The approach that was adopted consisted of a 3 step
process:

– Obvious outliers were removed by computing residuals
from a spline fit (whose nodes were spaced two months

1 Except for two interruptions roughly 1000 days after the start of
operations, corresponding to the “SoHO vacations”, when the satellite
was lost and then recovered.

Aigrain et al. (2004)



over a solar cycle. These values we refer to as original values
(Table 2). The calculated standard deviations are affected by
both the sampling and the uncertainties on the measurements.
We therefore also calculate the standard deviations of the solar
parameters by randomly selecting as many solar measurements
as we have stellar measurements over a solar cycle and adding
a normally distributed noise term given by the uncertainty of
the stellar observations. These values are referred to as adjusted
values (Table 2). The adjusted standard deviations for the solar
parameters are generally higher than the original standard

deviations, and they are highly sensitive to the absolute level of
the uncertainties on the stellar measurements. This is especially
clear for the standard deviation of the relative photometry,
where the adjusted standard deviation is twice as large as the
original.
The uncertainties on the relative photometry on the FFIs are

due to a number of noise sources, where the most important are
photon noise, variability of comparison stars, and inter- and
intrapixel sensitivity changes (Montet et al. 2017). For
HD173701 the largest contribution is likely to come from

Figure 4. Rising phase of the last cycle in HD173701 compared to the Sun. The panels show the chromospheric emission (panels (a) and (b)), the relative flux (panels (c)
and (d)), radial frequency shifts (panels (e) and (f)), dipolar frequency shifts (panels (g) and (h)), quadrupolar frequency shifts (panels (i) and (j)), logarithmic mode heights
of the eigenfrequencies (panels (k) and (l)), and photospheric activity proxy (panels (m) and (n)).
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