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Objective

Better identification of the properties associated 
to flaring activity in active regions to perform 

better flare forecasts
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Work already done

● Multiple papers based on the SHARP magnetic field features The most famous 
work in Europe is by the Flarecast project [Florios et al., 2018, Massone et al. 

2018,...].

● Some papers use machine learning [Benvenuto et al., 2017, Liu et al. 2017, Nishizuka 

et al. 2017, Chen et al. 2019,...].

● Others use White light classifications [McCloskey et al., 2018,...].

● A few authors have included image analysis in their forecasting [Jonas et al. 
2018,...]
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Our contribution

Project this N-dimensional representation of the ARs into a latent space that is 
easier to work with: separable, sparse, non-convex.

We do this already in other domains: project the data into an orthogonal 
base where all the points are linearly dependent on a few number of 

components.
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The data

● Multivariate Time Series MVTS extracted from SHARP regions [Angryk et al. 
2020]

● 24 parameters from May 2010 – December 2018 (24th solar cycle)
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Outlier removal

BEFORE AFTER
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Checking outliers
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Data distributions
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Unnecessary repetition of data
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Common Factor Analysis
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Introduce sparsity: sparse autoencoders
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Transformed data distributions
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Sparse features covariance matrix
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Supervised KNN clustering
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Unsupervised K-means
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Sparse features per flare type

[Liu et al., 2017]Our work:
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Alternative to SHARP parameters

Variational Autoencoders
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Demonstration of reconstructions

64 hidden units. Input/output image: 128 x 256 x 3

Original AR

VAE reconstruction
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Generation of artificial AR


