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Linked to galaxy formation Linked to reionization

Linked to cosmology

• Minimum mass to which galaxies 
can form stars 

• The star formation rates of early 
galaxies 

• Escape of ionizing radiation 

• Dust enrichment of early galaxies 

• GW from the early Universe

How can early galaxies be used to probe the cosmological model, specially in 
context of Dark Matter models

Outstanding challenges

• External (UV) feedback impact 

• Key reionization sources (galaxies, 
BHs or..?) 

• Using combination of galaxy and 
large scale data to constrain 
reionization topology and history in 
era of 21cm cosmology 



Linked to galaxy formation Linked to reionization

Linked to cosmology

• Minimum mass to which galaxies 
can form stars 

• The star formation rates of early 
galaxies 

• Escape of ionizing radiation 

• Dust enrichment of early galaxies 

• GW from the early Universe

How can early galaxies be used to probe the cosmological model, specially in 
context of Dark Matter models

Outstanding challenges

• External (UV) feedback impact 

• Key reionization sources (galaxies, 
BHs or..?) 

• Using combination of galaxy and 
large scale data to constrain 
reionization topology and history in 
era of 21cm cosmology 



Key collaborators and collaborations
Volker Bromm: University of Texas at Austin, USA 
Benedetta Ciardi: Max Planck Institute for Astrophysics, Germany 
Tirthankar Choudhury: National Centre for Radio Astronomy, India 
James Dunlop: Institute for Astronomy, U.K. 
Andrea Ferrara: Scuola Normale Superiore, Italy 
Stefan Gottloeber: Leibniz institute for Astrophysics, Germany 
Anne Hutter: Swinburne Institute of Technology, Australia 
Hiroyuki Hirashita: ASIAA, Taiwan 
Umberto Maio: Leibniz institute for Astrophysics, Germany 
Antonella Maselli: University of Barcelona, Spain 
Andrei Mesinger: Scuola Normale Superiore, Italy 
Volker Mueller: Leibniz institute for Astrophysics, Germany 
Noam Libeskind: Leibniz institute for Astrophysics, Germany 
Fabio Pacucci: Kapteyn Institute, The Netherlands 
Catherine Trott: ICRAR, Perth, Australia 
Livia Vallini: Nordita, Stockholm, Sweden 
Gustavo Yepes: Universita Autonoma di Madid, Spain…

HST EUCLID



Modelling reionization: evolution of volume filling 
fraction of ionized hydrogen
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Reionization and in galaxy formation in WDM 3

steps (�z = 0.05) between z = 20 and z = 4 with a mass
resolution of Mres = 108M� using the modified binary
merger tree algorithm with smooth accretion detailed in
Parkinson et al. (2008) and Benson et al. (2013). We
scale the relative abundances of the merger tree roots
to match the z = 4 Sheth-Tormen halo mass function
(HMFs; Sheth & Tormen 1999) and have verified that
these yield HMFs in good agreement with the Sheth-
Tormen HMF at all z.
We implement the merger trees with baryonic

physics including star formation, SN feedback, and the
merger/accretion/ejection driven evolution of gas and
stellar masses. Our model is based on the simple premise
that any galaxy can form stars with a maximum e�-
ciency (fej

⇤ ) that provides enough energy to expel all the
remaining gas, quenching further star formation, up to
a threshold value of f⇤ (see Dayal et al. 2014a). This
implies the e↵ective star formation e�ciency (feff

⇤ ) is
the minimum between fej

⇤ and f⇤. This model has two
z- and mass-independent free parameters whose values
are selected to match the evolving ultra-violet luminosity
function (UV LF): the maximum threshold star forma-
tion e�ciency (f⇤) and the fraction of SN energy that
goes into unbinding gas (fw). We implement this simple
idea proceeding forward in time from the highest merger
tree output redshift, z = 20. At any z step, the gas mass
in a galaxy is determined both by the gas mass brought in
by merging progenitors as well as that smoothly-accreted
from the IGM. A part (feff

⇤ ) of this gas forms new stellar
mass, M⇤(z), with the final gas mass depending on the
ratio of the (instantaneous) energy provided by explod-
ing SN and the potential energy of the halo. Further,
at any step the total stellar mass in a galaxy is the sum
of newly-formed stellar mass, and that brought in by its
progenitors. In this work we also explore the e↵ects of
the ultra-violet background (UVB) in photo-evaporating
gas from low-mass halos, impeding their star-formation
capabilities, and its impact on both galaxy assembly and
reionization as explained in Sec. 2.2 that follows.
For simplicity, we assume every new stellar popu-

lation to have a fixed metallicity of 0.05Z� and an
age t0 = 2Myr. Using the population synthesis
code STARBURST99 (Leitherer et al. 1999), the ini-
tial UV luminosity (at � = 1500 Å) can be calculated
as LUV (0) = 1033.077(M⇤/M�) erg s�1Å�1 and the ini-
tial output of ionizing photons can be calculated as
ṅint(0) = 1046.6255(M⇤/M�)s�1. Further, the time evo-
lution of these quantities can be expressed as

LUV (t) = LUV (0)� 1.33 log
t

t0
+ 0.462 (2)

ṅint(t) = ṅint(0)� 3.92 log
t

t0
+ 0.7. (3)

For any galaxy along the merger tree the UV luminosity
and ionizing photon output rate are the sum of the values
from the new starburst and the contribution from older
populations accounting for the drop with time.
As shown in Dayal et al. (2014a,b), our model repro-

duces the observed UV LF for all DM models (CDM and
WDM with mx = 1.5, 3 and 5 keV) at z ' 5 � 10 over
7 magnitudes in luminosity and predicts the z-evolution

of the faint end UV LF slope, in addition to reproducing
key observables including the stellar mass density (SMD)
and mass-to-light ratios using fiducial parameter values
of f⇤ = 0.038 and fw = 0.1. We maintain these fidu-
cial parameter values in all the calculations carried out
in this work.

2.2. Modelling reionization

The reionization history, expressed through the evolu-
tion of the volume filling fraction (QII) for ionized hydro-
gen (H II ), can be written as (Shapiro & Giroux 1987;
Madau et al. 1999)

dQII

dz
=

dnion

dz

1

nH
� QII

trec

dt

dz
, (4)

where the first term on the right hand side represents the
growth of H II regions while the second term accounts
for the decrease in QII due to recombinations. Here,
dnion/dz = fescdnint/dz represents the hydrogen ion-
izing photon rate density (per comoving volume) con-
tributing to reionization, with fesc accounting for the
fraction of ionizing photons that escape out of the galac-
tic environment. Further, nH is the comoving hydrogen
number density, dt/dz = [H(z)(1 + z)]�1 and trec is the
recombination time that can be expressed as (e.g. Madau
et al. 1999)

trec =
1

�nH (1 + z)3↵B C
. (5)

Here ↵B is the hydrogen case-B recombination coe�-
cient, � = 1.08 accounts for the excess free electrons aris-
ing from singly ionized helium and C is the IGM clump-
ing factor. We use the results of Pawlik et al. (2009)
and Haardt & Madau (2012) who show that the UVB
generated by reionization can act as an e↵ective pressure
term, reducing the clumping factor with z such that

C =
< n2

HII >

< nHII >2
= 1 + 43 z�1.71. (6)

While reionization is driven by the hydrogen ionizing
photons produced by early galaxies, the UVB built up
during reionization suppresses the baryonic content of
galaxies by photo-heating/evaporating gas at their out-
skirts (Klypin et al. 1999; Moore et al. 1999; Somerville
2002), suppressing further star formation and slowing
down the reionization process. In order to account for the
e↵ect of UVB feedback on ṅion, in the fiducial model, we
assume total photo-evaporation of gas from halos below
Mmin = 109M� embedded in ionized regions at any z;
we vary this limit between Mmin = 108.5�9.5M� to check
the robustness of our results. In this “maximal external
feedback” scenario, halos below Mmin in ionized regions
neither form stars nor contribute any gas in mergers. The
globally averaged ṅion can then be expressed as

ṅion(z) = fesc[QII(z)ṅII(z) + [1�QII(z)]ṅI(z)], (7)

where ṅII and ṅI account for the intrinsic hydrogen ion-
izing photon production rate density within ionized and
neutral regions respectively. While ṅI contains contri-
bution from all sources, ṅII represents the case where
sources below Mmin do not contribute to the ionizing
photon budget. At the beginning of the reionization pro-
cess the volume filled by ionized hydrogen is very small

Growth of ionized regions due 
to ionizing photon output Decrease in ionized region 

sizes due to recombination

Measure of over-density as 
fn(space,time)

Fractional volume 
filled with ionized 
hydrogen
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The source term: (some) basic problems

Dayal & Ferrara, 2018, Physics Reports, 
Volume 780, pg. 1-64

SFR density (used to model 
reionization) extremely uncertain at 

z>8. 
Figure 28: The evolution of the cosmic star formation rate density (SFRD) above a star-formation limit of

0.7M� yr�1 corresponding to MUV ⇠ �17.7. The points show data collected by Bouwens et al. [428, 518, or-

ange filled circles], the CLASH lensing surveys [light blue filled circles; 514, 515, 516], Ellis et al. [513, purple filled

circles], McLeod et al. [482, red filled squares], Oesch et al. [426, green filled squares] and Oesch et al. [509, maroon

filled triangle]. The downward facing arrows showing upper limits are from Ellis et al. [513, purple] and Oesch et al.

[426, green]. The black lines shows DELPHI [147] results integrated down to a UV magnitude limit of MUV = �17.7

(solid line), MUV = �15 (dashed line) and for all galaxies (dot-dashed line). The dot-dashed gold line and the dashed

red line show results from the DRAGONS project [146] and the EAGLE simulations [130], respectively. We also

show the SFRD-z trend inferred from low-z galaxies which evolves as / (1 + z)�3.6 (short-dashed blue line) with

z > 8 LBGs showing a much steeper fall-o↵ / (1+z)�10.9 (long-dashed blue line) [509]. Although showing di↵erent

slopes for the z-evolution of the SFRD, as of now, all three models are in accord with the observations.

It must be noted that inferring the UV luminosity density has been a herculean task at these

high-z due to a number of complexities including: the contamination from emission line galaxies,

from local (L, M, T or Y) dwarfs and/or AGN, the impact of cosmic variance given the small

fields and the uncertainties associated with the adopted lensing magnifications. Despite these

complications, the data inferred from all fields is in excellent agreement as shown in the same

figure. Given the paucity of statistics, however, the z-evolution of the SFRD has remained a matter

of debate, with observational works finding a much steeper slope of SFRD/ (1 + z)�10.9±2.5 at

z >⇠ 8 [e.g. 509] as compared to the shallower SFRD/ (1 + z)�3.6 inferred for lower redshift data

[e.g. 428, 404]. Of course, it must be noted that the implicit assumption in all these conversions is

that the SFR has remained constant for about a 100 Myrs prior to observations; this conversion

would face an upward revision by a factor of about 2 if these galaxies had particularly young ages

[e.g. 431].

We then compare these observations to theoretical models (DELPHI, DRAGONS and EAGLE)

finding that these results, whilst agreeing with observations at z <⇠ 8, do not show the steep drop
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to be contaminated by low-z interlopers, requiring high resolution imaging and deep spectroscopy

to distinguish LyC emitters from foreground galaxies. Finally, some works [e.g. 329] caution that

the standard LBG colour selection technique, requiring no flux blue-ward of LyC for a successful

detection, is intrinsically biased against selecting LyC emitters. Indeed, this work finds fesc '
33±7% for LyC emitting galaxies (LCGs) that drops by half, to fesc ' 16±4%, when considering

the entire LBG+LCG population.

Figure 15: A summary of observationally inferred fesc values as a function of z. The data points plotted show

observational data collected by Inoue et al. [filled circles; 312], Nestor et al. [313, violet filled squares;], Nestor et al.

[dark and light blue bars showing limits inferred for LBGs and LAEs, respectively; 314], Matthee et al. [red filled

triangle; 315], Naidu et al. [orange filled squares; 321] and Leethochawalit et al. [maroon filled square; 326]. The

downward facing arrows showing upper limits are from the work by Vasei et al. [gray; 316], Siana et al. [red; 317],

Boutsia et al. [blue; 318], Grazian et al. [orange; 319], Vanzella et al. [green; 320] and Mostardi et al. [cyan; 322].

Finally, the upward facing arrows showing lower limits are from the work by Shapley et al. [purple; 323] and Vanzella

et al. 2016, 2017 [green; 327, 328]. Although showing a large scatter, these observations broadly seem to indicate a

positive correlation of fesc with redshift.

On the theoretical front, constraining fesc requires coupling realistic renditions of ISM proper-

ties with a full radiative transfer code. The complexity of the problem has necessitated a number of

theoretical approaches: we start with semi-empirical techniques that focus on inferring fesc values

that yield the correct CMB electron scattering optical depth for a galaxy population matched to

observations. For example, it has been shown that simultaneously reproducing the high-z UV LF,

the electron scattering optical depth ⌧ ⇠ 0.08 from the WMAP 7- and WMAP 9-year data [330, 53]

and Ly↵ forest statistics requires one of the following conditions be met [331, 332, 333]: (i) the UV

LF should either be extrapolated to magnitudes as faint as MUV ⇠ �10 or �13 compared to the

current detection limits of MUV ' �17; or (ii) fesc should increase from about 4% at z ' 4 to about

58

(Tentative) increase with z?
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The impact of reionization feedback on galaxy formation

Big 
Bang

CMB 
z~1100

Dark Ages 
z~1100-30

The Epoch of Reionization 
z~30-5

Pre-overlap phase Overlap phase
Post-overlap  

phase

Figure 1: A timeline of the first billion years of the Universe. According to our current understanding, immediately

after its inception in the Big Bang, the Universe underwent a period of accelerated expansion (“inflation”) after

which it cooled adiabatically. At a redshift z ⇠ 1100, the temperature dropped to about 0.29 eV at which point

matter and radiation decoupled (“decoupling”) giving rise to the CMB and electrons and protons recombined to form

hydrogen and helium (“recombination”). This was followed by the cosmic “Dark Ages” when no significant radiation

sources existed. These cosmic dark ages ended with the formation of the first stars (at z

<⇠ 30). These first stars

started producing the first photons that could reionize hydrogen into electrons and protons, starting the “Epoch of

cosmic Reionization” which had three main stages: the “pre-overlap phase” where each source produced an ionized

region around itself, the “overlap phase” when nearby ionized regions started overlapping and the “post-overlap

phase” when the IGM was e↵ectively completely ionized. (Reionization simulation credit: Dr. Anne Hutter).

importance outlined above, the study of Dark Ages and cosmic reionization has acquired increas-

ing significance over the last few years because of the enormous repository of data that is slowly

being built-up (Sec. 8): over the last few years observations have increasingly pushed into the

EoR with the number of high-redshift galaxies and quasars having increased dramatically. This

has been made possible by a combination of state-of-the-art facilities such as the Hubble Space

Telescope (HST), Subaru and Very Large telescopes (VLT) and refined selection techniques. In the

latter category, the Lyman break technique, pioneered by Steidel et al. [38], has been successfully

employed to look for Lyman Break Galaxies (LBGs), that are three orders of magnitude fainter

than the Milky Way, at z ' 7 [39, 40]. Using the power a↵orded by lensing, such techniques

have now detected viable galaxy candidates at redshifts as high as z ' 11, corresponding to only

half a billion years after the Big Bang. Further, the narrow-band Lyman Alpha technique has

been successfully used to look for Lyman Alpha Emitters (LAEs), with broad-band colours being

used to identify galaxy by means of their nebular emission [e.g. 41, 42]. Finally, some of the most

distant spectroscopically confirmed cosmic objects are GRBs that establish star formation was

already well under way at those early epochs, further encouraging deeper galaxy searches. These

data sets will soon be supplemented by that from cutting-edge facilities including the Atacama

14

Neutral hydrogen : T = T(CMB) Ionized hydrogen : T ~ 20,000 K
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Neutral hydrogen : T = T(CMB) Ionized hydrogen : T ~ 20,000 K

• The UVB created during 
reionization can suppress the gas 
mass of low-mass galaxies, 
flattening the faint-end slope. 

• Variation of faint end slope of UV 
LF in multiple JWST fields can be 
used to explore fluctuating UVB 
(fixing critical mass value) 

         Choudhury & PD, 2019

HFF field constraints on fluctuating UVB 3
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Figure 1. The evolving UV luminosity function (LF) for z ' 6� 10 with the model parameter values [103✏⇤, QHI, log10(Mcrit/M�)] as
marked at the top of each panel. The points with error-bars represent the observational data (McLure et al. 2009; Livermore et al. 2017;
Bouwens et al. 2015, 2010; McLure et al. 2010, 2013; Bowler et al. 2014; Atek et al. 2015; Oesch et al. 2014), while the di↵erent curves
show the predictions from our model. The green dotted (blue dashed) curves are the UV LFs for the neutral (ionized) regions. Note that
the faint end of the LFs in the ionized regions are a↵ected by UV feedback. The red solid curves denote the globally averaged UV LF.

the haloes hosting galaxies are so massive that UV feedback
e↵ects are quite unimportant and in that case, the UV LF
becomes independent of QHI and is entirely determined by
the single free parameter ✏⇤. We can exploit the above fact
and fix the value of ✏⇤ by comparing our predicted UV LF
with the observations at the bright end (MUV

<⇠ � 17) as
shown (by green dotted lines) in Fig. 1. The values of ✏⇤
obtained by this comparison are listed in Table 1 at each z .

We also show the feedback a↵ected UV LF appropriate
for galaxies in the feedback-a↵ected HII regions (by blue
dashed lines in the same figure). In order to compute these,
we fix the value of Mcrit = 109.5M� independent of the red-
shift which is consistent with the findings of, e.g., Gnedin
(2000). For each redshift, we choose the value of the the
third free parameter QHI so that the total UV LF (red solid
lines in the same figure) gives a reasonable visual fit to the
available data. The respective values of the 3 free parame-
ters, [103✏⇤, QHI, log10(Mcrit/M�)], are indicated above each
panel of the figure. This essentially shows that there exist
combinations of the three parameters which can provide a
satisfactory fit to the data for this simplified model of the
evolving UV LF. The e↵ect of UV feedback, as one can see
from the figure, is to essentially flatten the faint-end slope of
the UV LF which is a direct consequence of the suppression
of luminosity in low-mass galaxies. It is worth mentioning
that the currently available data points at the faint-end are
not accurate enough to constrain Mcrit and QHI stringently
because of their large error-bars – it is therefore quite pos-
sible that there exist other combinations of the parameter
values which can provide an equally good fit to the data.

2.1.2 Constraints on the fluctuating UVB

We now extend the concepts described in the previous sec-
tion to probe the impact of UV feedback from a patchy
ionizing background. Given that UV feedback directly only
a↵ects the faint-end slope, we now restrict our discussions
to constraining the value of ↵ using observations from forth-
coming facilities such as the JWST. For definiteness, we de-
fine the faint end as consisting of galaxies with MUV

>⇠ �17,
although minor variations of this threshold are not expected
to a↵ect our conclusions.

Since the parameter ✏⇤ (Sec. 2.1.1 above) is already fixed
by the bright-end, we can compute ↵ for all possible combi-
nations of Mcrit and QHI. The plot of ↵ as a function Mcrit

and QHI is shown in Figure 2. To understand the depen-
dence of ↵ on the two parameters, let us concentrate on the
first panel on the left hand side (z = 6). When the uni-
verse is mostly neutral QHI ! 1, UV feedback e↵ects are
quite negligible resulting in ↵ being independent of Mcrit.
At the other extreme, when QHI ! 0, we find that the
slope flattens (↵ increases) with increasing Mcrit (for a fixed
QHI). This is simply because UV feedback becomes more se-
vere and hence leads to suppression in the luminosity from
an increasing fraction of low-mass haloes. For a fixed value
of the critical halo mass, say, Mcrit ⇠ 109 � 1010M�, we
find that the slope flattens with decreasing QHI. This e↵ect
arises because of UV feedback a↵ecting a larger fraction of
Mh

<⇠ Mcrit haloes. Interestingly, we find that the slope is
largely independent of QHI for Mcrit ⇠ 108 � 108.5M�. This
is because for such small values of the critical mass, UV feed-

c� 0000 RAS, MNRAS 000, 000–000
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Key sources and topology (patchiness) of reionization fundamental open 
questions
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This naturally implies a (huge?) sub-population of galaxies hidden in the 
Lyman Alpha, with more & more becoming visible as reionization proceeds
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⌦CIV values obtained in any of the feedback or DM models
considered in this work, our results imply that it is the IGM
metal enrichment at z >⇠ 5.5 that will help shed light on the
nature of DM.

We note that our calculations have involved a number
of simplifications which are now summarized: (i) all met-
als are assumed to be perfectly mixed with gas; (ii) at any
z we assume all galaxies to have a fixed gas metallicity of
Zgas = 0.2Z� - while this is, most likely, an over-estimation
for the highest redshifts (and lowest halo mass), it likely
under-estimates the metallicity for the highest halo masses
at low-z; (iii) we use a halo mass independent CIV/C ra-
tio to which the CIV density is sensitive; (iv) we have only
considered Carbon yields from SNII, neglecting the contri-
bution from AGB stars that would have a significant impact,
especially at z <⇠ 5 at which the metal mass would be un-
derestimated; and (v) while metals should be concentrated
in over-dense regions, we assume them to be homogeneously
distributed over the IGM in order to infer the ⌦CIV value.
However, accounting for these e↵ects will require modelling
both the metal enrichment of the ISM and the IGM which
is outside of the scope of this paper and is deferred to future
works.

5 CONCLUSIONS AND DISCUSSION

This work focuses on studying the metal enrichment of the
IGM in cold and warm dark matter (1.5 keV) cosmologies
using Delphi - a semi-analytic model (Dayal et al. 2014a,b,
2017a,b) that jointly tracks the DM and baryonic assem-
bly of high-redshift (z >⇠ 4) galaxies. This work is motivated
by the fact that, compared to CDM, 1.5 keV WDM has a
significant fraction ( >⇠ 95%) of bound DM mass missing in
low mass (Mh

<⇠ 109.5M�) at any cosmic epoch - this loss of
shallow potential wells, expected to be the key IGM metal-
polluters, would naturally result in a delayed and lower
metal enrichment in 1.5 keVWDMwhen compared to CDM.
In addition to the fiducial (SNII feedback only) model, we
explore three “maximal” scenarios for reionization feedback
by completely suppressing the gas mass, and hence star for-
mation capabilities, in all halos below (i) Mh = 109M�; (ii)
vcirc = 30 km s�1; and (iii) vcirc = 50 km s�1. The model
uses two mass- and z-independent free parameters - the
fraction of SNII energy coupling to the gas (fw) and the
instantaneous star formation e�ciency (f⇤) to capture the
key physics driving early galaxies. These are calibrated to
the observed UV LF at z ' 5 � 10 yielding fw = 10% and
f⇤ = 3.5% for the fiducial model and we use the same pa-
rameter values for all models.

We find that while the latest LBG UV LFs (Bouwens
et al. 2016a; Livermore et al. 2017) are consistent with both
the CDM and 1.5 keV fiducial (SNII feedback only) mod-
els, they allow ruling out maximal UV feedback suppression
below vcirc = 50 km s�1 for CDM and all maximal UV feed-
back models for 1.5 keVWDM. However, given that it is only
measured for massive MUV

<⇠ � 18 galaxies, as of now, all
models are compatible with the SMD - as noted in previous
works, the SMD will have to be measured down to magni-

tudes as faint as MUV = �16.5, with e.g. the JWST, to be
able to distinguish between CDM and 1.5 keV WDM (e.g.
Dayal et al. 2014a). In terms of the total ejected gas mass
density, we find that while galaxies fainter than MUV

>⇠ �15
contribute most (⇠ 55%) to this quantity in CDM, the trend
reverses with MUV

<⇠ � 15 galaxies dominating in 1.5 keV
WDM. A natural consequence is MUV

>⇠ �15 (MUV ⇠ �15)
galaxies being the key IGM metal polluters in CDM (1.5 keV
WDM), contributing ⇠ 50% (80%) to the total IGM metal
budget at z ' 4.5.

We end by noting that current constraints on the IGM
metal budget, obtained through measurements of ⌦CIV al-
low the following constraints: while, within its 1 � � error
bars, the Dı́az et al. (2016) point is consistent with both the
fiducial and maximal reionization feedback (suppressing all
halos below vcirc = 30 km s�1) models for both CDM and
1.5 keV WDM, the Simcoe (2011) point rules out all mod-

els except fiducial CDM and 3 keV at > 2 � �. Our results
therefore imply that, combining the two di↵erent data sets
provided by the evolving UV LF and IGM metal density
(Simcoe 2011), we can e↵ectively rule out all models other
than fiducial CDM; a combination of the UV LF and the
Dı́az et al. (2016) points provides a weaker constraint, al-
lowing both fiducial CDM and 1.5 keV WDM models, as
well as CDM and complete UV suppression of all halos with
vcirc <⇠ 30 km s�1. Tightening the error bars on ⌦CIV, future
observations could therefore well allow ruling out WDM as
light as 1.5 keV.
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⌦CIV values obtained in any of the feedback or DM models
considered in this work, our results imply that it is the IGM
metal enrichment at z >⇠ 5.5 that will help shed light on the
nature of DM.

We note that our calculations have involved a number
of simplifications which are now summarized: (i) all met-
als are assumed to be perfectly mixed with gas; (ii) at any
z we assume all galaxies to have a fixed gas metallicity of
Zgas = 0.2Z� - while this is, most likely, an over-estimation
for the highest redshifts (and lowest halo mass), it likely
under-estimates the metallicity for the highest halo masses
at low-z; (iii) we use a halo mass independent CIV/C ra-
tio to which the CIV density is sensitive; (iv) we have only
considered Carbon yields from SNII, neglecting the contri-
bution from AGB stars that would have a significant impact,
especially at z <⇠ 5 at which the metal mass would be un-
derestimated; and (v) while metals should be concentrated
in over-dense regions, we assume them to be homogeneously
distributed over the IGM in order to infer the ⌦CIV value.
However, accounting for these e↵ects will require modelling
both the metal enrichment of the ISM and the IGM which
is outside of the scope of this paper and is deferred to future
works.

5 CONCLUSIONS AND DISCUSSION

This work focuses on studying the metal enrichment of the
IGM in cold and warm dark matter (1.5 keV) cosmologies
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2017a,b) that jointly tracks the DM and baryonic assem-
bly of high-redshift (z >⇠ 4) galaxies. This work is motivated
by the fact that, compared to CDM, 1.5 keV WDM has a
significant fraction ( >⇠ 95%) of bound DM mass missing in
low mass (Mh

<⇠ 109.5M�) at any cosmic epoch - this loss of
shallow potential wells, expected to be the key IGM metal-
polluters, would naturally result in a delayed and lower
metal enrichment in 1.5 keVWDMwhen compared to CDM.
In addition to the fiducial (SNII feedback only) model, we
explore three “maximal” scenarios for reionization feedback
by completely suppressing the gas mass, and hence star for-
mation capabilities, in all halos below (i) Mh = 109M�; (ii)
vcirc = 30 km s�1; and (iii) vcirc = 50 km s�1. The model
uses two mass- and z-independent free parameters - the
fraction of SNII energy coupling to the gas (fw) and the
instantaneous star formation e�ciency (f⇤) to capture the
key physics driving early galaxies. These are calibrated to
the observed UV LF at z ' 5 � 10 yielding fw = 10% and
f⇤ = 3.5% for the fiducial model and we use the same pa-
rameter values for all models.

We find that while the latest LBG UV LFs (Bouwens
et al. 2016a; Livermore et al. 2017) are consistent with both
the CDM and 1.5 keV fiducial (SNII feedback only) mod-
els, they allow ruling out maximal UV feedback suppression
below vcirc = 50 km s�1 for CDM and all maximal UV feed-
back models for 1.5 keVWDM. However, given that it is only
measured for massive MUV

<⇠ � 18 galaxies, as of now, all
models are compatible with the SMD - as noted in previous
works, the SMD will have to be measured down to magni-

tudes as faint as MUV = �16.5, with e.g. the JWST, to be
able to distinguish between CDM and 1.5 keV WDM (e.g.
Dayal et al. 2014a). In terms of the total ejected gas mass
density, we find that while galaxies fainter than MUV

>⇠ �15
contribute most (⇠ 55%) to this quantity in CDM, the trend
reverses with MUV

<⇠ � 15 galaxies dominating in 1.5 keV
WDM. A natural consequence is MUV

>⇠ �15 (MUV ⇠ �15)
galaxies being the key IGM metal polluters in CDM (1.5 keV
WDM), contributing ⇠ 50% (80%) to the total IGM metal
budget at z ' 4.5.

We end by noting that current constraints on the IGM
metal budget, obtained through measurements of ⌦CIV al-
low the following constraints: while, within its 1 � � error
bars, the Dı́az et al. (2016) point is consistent with both the
fiducial and maximal reionization feedback (suppressing all
halos below vcirc = 30 km s�1) models for both CDM and
1.5 keV WDM, the Simcoe (2011) point rules out all mod-

els except fiducial CDM and 3 keV at > 2 � �. Our results
therefore imply that, combining the two di↵erent data sets
provided by the evolving UV LF and IGM metal density
(Simcoe 2011), we can e↵ectively rule out all models other
than fiducial CDM; a combination of the UV LF and the
Dı́az et al. (2016) points provides a weaker constraint, al-
lowing both fiducial CDM and 1.5 keV WDM models, as
well as CDM and complete UV suppression of all halos with
vcirc <⇠ 30 km s�1. Tightening the error bars on ⌦CIV, future
observations could therefore well allow ruling out WDM as
light as 1.5 keV.
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Figure 1. Angular correlation function for simulated LAEs. The mean ACF is calculated from 36 mock catalogues (12 along each of
x, y, z directions) assuming volumes with a depth of 30h−1 Mpc and a FoV of ∼ 3×104h−2 Mpc2. In each panel, the solid line shows the
ACF of the best fit (fα/fc, fesc , ⟨χHI⟩) combinations for which the simulated LAE Lyα LFs are within the 1σ limit of the observations
by Kashikawa et al. (2011) with shaded regions showing the variance across the mock catalogues. In each panel, the grey dashed line
shows the ACF for LBGs from the whole box, corresponding errors on the ACF for LBGs are comparable with the line width, and black
points represent the observational results by Kashikawa et al. (2006). Columns show the results for fesc = 0.05, 0.25 and 0.5, as marked.
The values of ⟨χHI⟩ are marked at the end of each row, with the fα/fc value marked in each panel, along with the χ2 error.
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Figure 1. Angular correlation function for simulated LAEs. The mean ACF is calculated from 36 mock catalogues (12 along each of
x, y, z directions) assuming volumes with a depth of 30h−1 Mpc and a FoV of ∼ 3×104h−2 Mpc2. In each panel, the solid line shows the
ACF of the best fit (fα/fc, fesc , ⟨χHI⟩) combinations for which the simulated LAE Lyα LFs are within the 1σ limit of the observations
by Kashikawa et al. (2011) with shaded regions showing the variance across the mock catalogues. In each panel, the grey dashed line
shows the ACF for LBGs from the whole box, corresponding errors on the ACF for LBGs are comparable with the line width, and black
points represent the observational results by Kashikawa et al. (2006). Columns show the results for fesc = 0.05, 0.25 and 0.5, as marked.
The values of ⟨χHI⟩ are marked at the end of each row, with the fα/fc value marked in each panel, along with the χ2 error.
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First observational support for overlapping reionized bubbles generated by a galaxy overdensity 3

fact, they are classified with CLASS_STAR<0.9 such that
we can exclude that cool stars and transient objects con-
taminate our sample, since this kind of contaminants are
expected to have a higher stellarity index at S/N>10
(Bouwens et al. 2015b). We compute the photometric
redshift of the sources by fitting their photometry with
our χ2 minimization code (Fontana et al. 2000) using a
library of BC03 templates at z=0-8 (including line emis-
sion as in Schaerer & de Barros 2009; Castellano et al.
2014). We find that all sources have best-fit solutions at
high-z (z∼6.8-7.4) and consistent, within the 1σ uncer-
tainty, with the spectroscopic redshift of the two emit-
ters.

2.1. Test of the LBG selection criteria on the HUDF

As a test of our selection criteria we apply them to a
real case by degrading HUDF V606, I814, Y105, J125
and Ks images (Koekemoer et al. 2013; Fontana et al.
2014) to the depth and resolution of the BDF dataset.
This is particularly interesting to test the efficiency of the
J+K data in separating red low-z interlopers (expected
at S/N!3) from LBGs (close to the detection limit at
S/N=1). In practice, we add Gaussian noise to the V606,
I814, Y105 and Ks images to match the depth of the
BDF observations, and both smooth and decrease depth
of the J125 image to match the J-HAWKI mosaic of the
BDF. We build a (J+K) mosaic and extract catalogue
and photometry in the same way as in the BDF case.
Our selection criteria yield only one candidate: the LBG
G2 1408 from Castellano et al. (2010a), well known in
the literature being selected by all analysis of the HUDF
field (see Vanzella et al. 2014). The other z∼7 LBGs in
the HUDF from Bouwens et al. (2015b) have Y105!27.7
(photometry from Guo et al. 2013) and are thus not ex-
pected as S/N>10 sources in our data. Most importantly,
we find that no z<6.5 objects are scattered into our LBG
selection window. In addition, no spurious detections are
found, consistently with our finding from the “negative
image” test.

2.2. Stacking of the newly identified LBGs

To further verify that the 6 newly discovered LBGs
are genuine z∼7 sources we build stacked (weighted av-
erage) images in the different bands enabling a tighter
constraint on the Lyman break. We extract photometry
from the stacked images with SExtractor and T-PHOT.
We find non-detections in both the V606 and I814, cor-
responding to a limiting total magnitude >30.2 and to a
color I814-Y105>3, and a S/N∼2 detection in the J+K
one. The stacked thumbnails and the resulting SED are
shown in Fig. 2. We find a best-fit photometric red-
shift z=6.95, with P(χ2)>32% solutions constrained to
the range z=6.8-7.8, as expected from the sharp I814-
Y105 drop. The spectroscopic redshifts of BDF-521 and
BDF-3299 are close to the best-fit solution.

3. AN OVERDENSITY OF LBGS IN THE BDF

We use extensive simulations for a detailed assessment
of the LBG number density observed in the BDF field,
and in particular to compare it to expectations from our
current knowledge of the z∼7 UV LF.

3.1. Expected number counts

Fig. 2.— Top: thumbnails (1 arcsec side) of the newly detected
LBGs in the BDF-521 (left column) and BDF-3299 (right column)
HST pointings in, from left to right, V606, I814, Y105 and (J+K)
bands. Middle: stacked thumbnails. Bottom: best-fit spectral
energy distribution of the stacked object (left panel) and χ2 as
a function of redshift (right panel, red and blue line mark the
spectroscopic redshifts of BDF-3299 and BDF-521 respectively).

Fig. 3.—Top: Observed number counts of z∼7 LBGs in the BDF
field (red histogram) compared to the number counts expected from
z∼7 LFs, and to number counts in the region of “Pair 1” in our
cosmological simulations (green line). Bottom: Stepwise z∼7 UV
LF in the BDF field (red open circles) and the average one from
wide surveys (Bouwens et al. 2015b; Finkelstein et al. 2015, black
circles and blue squares respectively). The best-fit z∼7 LFs from
Bouwens et al. (2015b) and Finkelstein et al. (2015) are shown as
black and blue lines respectively.
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Fig. 5.— “Pair 1” region in the model with main LAEs (blue
circles) and their companion LBGs shown as circles with color and
dimension indicating the distance from the displayed plane.

4.1. Comparison with a SPH theoretical model

The model couples cosmological SPH simulations run
using GADGET-2 (Springel 2005) with a radiative transfer
code (pCRASH, Partl et al. 2011) and a dust model. We
explore a wide range of fesc ranging between 5-95%. For
each of these values, we couple the z∼7 simulation snap-
shot with pCRASH, starting from a fully neutral IGM and
ending the runs once the IGM is fully ionized. We look
for galaxies resembling BDF-521 and BDF-3299 in terms
of Lyα and UV luminosity in a snapshot with average
neutral faction ⟨χHI⟩≃ 0.5 consistent with current esti-
mates at z∼7 (Bouwens et al. 2015b; Mitra et al. 2015).
We take fesc = 0.5 as reference ionizing escape fraction.
However, our analysis is unaffected by the fesc value
adopted: as shown in Hutter et al. (2014, 2015) the visi-
bility of LAEs is governed by three degenerate quantities,
fesc, ⟨χHI⟩ and the dust absorption; at a given ⟨χHI⟩,
a lower (higher) fesc could be compensated by a lower
(higher) dust absorption mostly leaving both the reion-
ization topology and the fraction of LAEs unchanged.
Our simulation contains 75 sub-volumes equal to the ob-
served one: we find 7 (10) LAEs that match the Lyα and
UV ranges of BDF-521 (BDF-3299), but only two pairs
that are at comparable distance (∼ 4pMpc) - implying
that the existence of such “clustered pairs” is rare, with
a probability of only about 2.6%. This value is roughly
consistent with current findings, the BDF emitters being
the only pair found among 68 z-dropout galaxies sur-
veyed by Pentericci et al. (2014). We compute galaxy
density and average neutral fraction in regions equiva-
lent to one HST pointing around the two pairs and com-
pare them with values measured around isolated LAEs

and normal LBGs in the model (Fig. 4). We find that
both “clustered pairs” lie in highly ionized regions and
are characterized by a significant clustering of LBGs in
their surroundings. In general, there is an evident rela-
tion between neutral hydrogen fraction and galaxy den-
sity at χHI>0.1. Model LAEs are found at χHI!0.1,
with clustered LAEs being embedded in overdense re-
gions with a very low neutral HI fraction of log(χHI)∼-
5. By inspecting the LBG populations surrounding the
“clustered pairs” we find that the first pair shows LBG
number counts very similar to the BDF observed ones
(green line in Fig. 3), while the second group show a
LBG overdensity at Y"28, fainter than the BDF limit-
ing magnitude. A snapshot of Pair 1 from the model is
shown in Fig. 5: the LAEs and companion LBGs lie in
an ionized region with a radius of about ≃ 5pMpc, where
χHI increases from 10−6 to 10−3 up to a sharp transi-
tion boundary with the mostly neutral IGM. This lends
support to our suggestion that the BDF field hosts an
early reionized region pointing to a connection between
galaxy clustering and the reionization timeline.

5. SUMMARY AND CONCLUSIONS

The analysis of dedicated HST observations has
shown that the BDF field, where we previously de-
tected a unique pair of Ly-α emitting galaxies at z∼7
(Vanzella et al. 2011), presents a number density of z∼7
LBGs which is larger by a factor ∼3-4 than the aver-
age one. A comparison between observations and cos-
mological simulations shows that the BDF likely hosts
overlapping reionized regions with a very low neutral
fraction (χHI<10−3) embedded in a half neutral IGM.
Our findings match the expectation that overdense re-
gions are the first to become reionized, and suggest that
source clustering is a likely explanation for the inho-
mogeneity of reionization measured from spectroscopy
(Pentericci et al. 2014). Finally, the consistency with
model predictions on the relation between clustering and
neutral hydrogen fraction, adds further evidence to a
scenario where faint star-forming galaxies play a major
role in reionization (Bouwens et al. 2015a). This picture
clearly highlights the potentiality of going beyond the
standard approach based on volume-averaged quantities,
and investigate instead the properties of the ionizing and
Lyα-emitting sources as a function of different environ-
ments in order to constrain the unfolding of the reioniza-
tion epoch.

Based on observations made with the NASA/ESA
Hubble Space Telescope, obtained at the Space Telescope
Science Institute, which is operated by the Association
of Universities for Research in Astronomy, Inc., under
NASA contract NAS 5-26555. These observations are
associated with program #13688. The research leading
to these results has received funding from the European
Union Seventh Framework Programme (FP7/2007-2013)
under grant agreement n 312725.
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First evidence for an over-dense reionized patch

Clustered galaxies preferentially 
visible in Lyman Alpha



Cross-correlating 21cm data with (spectroscopically confirmed) galaxy 
data will be key to yield information on reionization sources & topology 

Looking towards the future: 21cm with the SKA

21cm emission from 
neutral hydrogen

Galaxy populations 
HST, VLT, Subaru,  

JWST, E-ELT, EUCLID, 
E-ELT



The SKA EoR “synergy” group

• Enormous efforts in trying to link observed 21cm emission with  
underlying galaxy/QSO populations to shed light on reionization 
sources & topology. 

•  We require information on fields, survey volumes/depths to 
calculate and co-ordinate best possible survey strategies.  

• Targeting collaborations with Subaru, WFIRST, Euclid and E-ELT. 

• Co-ordinators: Pratika Dayal, Andrea Ferrara, Eric Zackrisson



Relation between LAEs, reionization and 21cm 
brightness temperature

Lying in over-dense and highly ionized regions, LAEs show much 
lower 21cm brightness temperatures than average 

6 Hutter et al.

parameter. It is interesting to note that, due to a com-
bination of low IGM densities and photoionization rate
contributions from multiple galaxies, many under-dense
regions are as highly ionized as �HI ' 10�5 even for an
average ionization state of h�HIi' 0.9.
We find that the observed Ly↵ LF at z ⇠ 6.6 can

only be reproduced for h�HIi <⇠ 0.5; for h�HIi> 0.5
the number of galaxies identified as LAEs drops sig-
nificantly, since the IGM Ly↵ transmission decreases
considerably for rising h�HIi values. We find that the
subset of galaxies visible as LAEs (blue contours in
Fig. 1) are those that lie in the most over-dense (over-
density between 2 and 15) and highly ionized regions
(�HI

<⇠ 10�2). Although the galaxy population is not
evolving in our scenario, we expect our findings to be
robust given the conditions required for galaxies to be
visible as LAEs: firstly, galaxies must produce enough
intrinsic Ly↵ luminosity and secondly, they must trans-
mit enough of this luminosity through the IGM so as
to result in L

obs
↵

>⇠ 1042erg s�1. Given that the spatial
scale imposed by the Gunn-Peterson damping wing on
the size of the H II region corresponds to a redshift sepa-
ration of �z ⇡ 4.4⇥ 10�3, i.e. about 280 kpc (physical)
at z = 6 (Miralda-Escudé 1998), z ' 6.6 LAEs require
a halo mass >⇠ 109.5M� (Dayal & Ferrara 2012), with
significantly larger (109 � 1011 M�) stellar masses being
inferred observationally (Pentericci et al. 2009). Nat-
urally, as the high-mass end of the galaxy population,
LAEs are expected to lie in the most over-dense and
highly ionized regions.

3.2. 21cm emission from over-dense neutral regions

The distribution of the neutral hydrogen in the IGM
can be observed through its 21cm brightness tempera-
ture, which measures the intensity of the emission (or
absorption) of 21cm radiation against the Cosmic Mi-
crowave Background (CMB). We now discuss how the
21cm brightness temperature depends on the IGM den-
sity and its dependence on the presence of galaxies, spe-
cially the subset visible as LAEs. We start by calculat-
ing the di↵erential 21cm brightness temperature (�Tb)
in each of the (1283) pCRASH cells as (e.g. Iliev et al.
2012)

�Tb(~x)=T0 h�HIi (1 + �(~x)) (1 + �HI(~x)) , (1)

where

T0=28.5mK

✓
1 + z

10

◆1/2 ⌦b

0.042

h

0.073

✓
⌦m

0.24

◆�1/2

.(2)

Here, ⌦b and ⌦m represent the baryonic and matter den-
sities respectively and h is the Hubble parameter. Fur-
ther, 1+�(~x) = ⇢(~x)/h⇢i represents the local gas density

Figure 2. Probability density distribution of the IGM gas as
a function of gas over-density (1+�) and the 21cm di↵erential
brightness temperature (�Tb) for three di↵erent fesc (= 0.05,
0.25, 0.5; rows) and h�HIi (= 0.9, 0.5, 10�4; columns) com-
binations. The dark red, red and light red contours show
the regions occupied by 10%, 50% and 90% of all galaxies,
respectively. Dark blue, blue and light blue contours show
the regions occupied by 10%, 50% and 90% of LAEs, respec-
tively. The thick solid orange line shows the mean value of
�Tb for all cells; the blue line shows the much lower mean
�Tb value in cells hosting LAEs.

compared to the average global value and 1 + �HI(~x) =
�HI(~x)/h�HIi represents the local H I density fraction
compared to the average global value. Our computation
of the di↵erential 21cm brightness temperature does not
include fluctuations in the spin temperature and pecu-
liar velocities of the gas. For h�HIi. 0.8, spin temper-
ature fluctuations become negligible, as the heating of
the IGM by X-rays from the first sources leads to spin
temperatures that exceed well the CMB temperature
(Ghara et al. 2015). Spin temperature fluctuations may
only become important when the IGM is mostly neutral
and has not been entirely preheated. Similarly, the ef-
fect of peculiar velocities is only imprinted in the 21cm
power spectrum as long as the 21cm signal is not domi-
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Combining 21cm and LAE data should allow us to differentiate between an IGM that 
is xx% ionized to one that is completely neutral 

The 21cm-LAE cross-correlation: hints on neutral fraction
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Combining 21cm and LAE data should allow us to differentiate between an IGM that 
is xx% ionized to one that is completely neutral 

The 21cm-LAE cross-correlation: hints on neutral fraction

 -0.35

 -0.3

 -0.25

 -0.2

 -0.15

 -0.1

 -0.05

 0

 0.05

1 10

� χHI ⇥ = 0.50

� χHI ⇥ = 0.25

� χHI ⇥ = 0.10

� χHI ⇥ = 10-4

� χHI ⇥ = 0.50

� χHI ⇥ = 0.25

� χHI ⇥ = 0.10

� χHI ⇥ = 0

� χHI ⇥ = 0.52
� χHI ⇥ = 0.35
� χHI ⇥ = 0.07
Vrbanec et al. (2016)

Sobacchi et al. (2016)

Hutter et al. (2017)

Anne Hutter & Pratika Dayal
ξ 2

1c
m

,L
AE

r [Mpc]

Hutter, PD+2017, 
ApJ, 836, 176

Half neutral

Fully ionized



Combining 21cm and LAE data should allow us to differentiate between an IGM that 
is xx% ionized to one that is completely neutral 

The 21cm-LAE cross-correlation: hints on neutral fraction

 -0.35

 -0.3

 -0.25

 -0.2

 -0.15

 -0.1

 -0.05

 0

 0.05

1 10

� χHI ⇥ = 0.50

� χHI ⇥ = 0.25

� χHI ⇥ = 0.10

� χHI ⇥ = 10-4

� χHI ⇥ = 0.50

� χHI ⇥ = 0.25

� χHI ⇥ = 0.10

� χHI ⇥ = 0

� χHI ⇥ = 0.52
� χHI ⇥ = 0.35
� χHI ⇥ = 0.07
Vrbanec et al. (2016)

Sobacchi et al. (2016)

Hutter et al. (2017)

Anne Hutter & Pratika Dayal
ξ 2

1c
m

,L
AE

r [Mpc]

Hutter, PD+2017, 
ApJ, 836, 176

Scale of turn-over 
indicates typical 

ionized bubble sizes 

Half neutral

Fully ionized



Topology of reionization: inside-out V/s outside in

Measuring 21cm brightness temperature in regions with/without LAEs can tell us 
if reionization proceeded inside out or outside-in..

Hutter, PD+2017, ApJ, 836, 176;  
Hutter, PD et al., decadal paper, arXiv: 1903.03628
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Figure 2: The differential 21cm brightness temperature in regions containing LAEs (left panel),
in regions not containing LAEs (central panel), and their difference �T = TnoLAE � TLAE (right

panel) as a function of the smoothing scale ✓. In each panel we show the differential brightness
temperature at different stages of reionization (h�HIi= 0.5 - 10�4), as marked, and the black line
shows the SKA imaging sensitivity limits for a 1000h observation. The difference between the
brightness temperature in regions with and without LAES, easily testable using SKA, can un-
equivocally test the “inside-out” topology of reionization predicted by models.

Figure 3: 21cm-LAE cross correlation function
at r = 3.6h�1cMpc for a survey Ly↵ luminos-
ity limit of L↵ = 10

42.5erg s�1 for 1000h of
SKA observations. The orange, green and blue
lines represent results for h�HIi ' 0.1, 0.25
and 0.5, respectively. The shaded regions show
the cross correlation function uncertainties as a
function of the survey volume of the SKA and
LAE observations. The vertical line shows the
survey area for WFIRST. Surveying an area of
20 deg2 to a depth of L↵ = 10

42.5erg s�1, a
correlation between WFIRST LAEs and SKA
21cm observations will be crucial in shedding
light on the reionization state of the IGM.
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Survey parameters to optimise the 21cm-LAE correlation

21cm-LAE synergies 3

Figure 1. 21cm-LAE cross correlation function for fesc = 0.05 and 0.50 (rows) and survey Ly↵ luminosity limits L
↵

= 1041�42, 1042�43,
10>43erg s�1 (columns) at z ' 6.6. Orange, green and blue lines represent the cross correlation functions at h�HIi ' 0.1, 0.25 and 0.5,
respectively. The light and dark shaded regions correspond to the values allowed by the uncertainties in computing the cross correlation
between SKA and Subaru HSC or SILVERRUSH survey data. All identified LAEs have a minimum Ly↵ equivalent width, EW

↵

> 20Å,
and their corresponding number densities are indicated at the right bottom of each panel. The nearly constant amplitude across di↵erent
Ly↵ luminosity limits shows that ⇠21,LAE is hardly sensitive to LAE clustering, which again increases with rising L

↵

values. However,
stronger LAE clustering leads to rising uncertainties, as PLAE in equation 4 increases.
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Figure 2. 21cm-LAE cross correlation function at r = 3.6h�1cMpc for fesc = 0.05 and survey Ly↵ luminosity limits L

↵

= 1041�42,
1042�43, 10>43erg s�1 at z ' 6.6. Orange, green and blue lines represent h�HIi ' 0.1, 0.25 and 0.5, respectively. The shaded regions
show the cross correlation function uncertainties as a function of the survey volume of the SKA and LAE observations.

of LAEs increases and the mean 21cm di↵erential brightness
temperature, h�T

b

i, drops. The latter decreases the contrast
between �T

b

at LAE locations and h�T
b

i, leading to a weaker
anti-correlation. However, the anti-correlation strength also
depends on the residual H I fraction within the ionized re-
gions around LAEs (Hutter et al. 2017). With decreasing
fesc, the photoionization rate (�HI) drops and the residual
H I fraction increases, which causes a slightly weaker anti-
correlation for fesc = 0.05 than for 0.5. The lower ioniza-
tion fractions in ionized regions are compensated by slightly
larger ionized regions, which become apparent in the anti-
correlation extending to larger scales.

The extent and strength of the anti-correlation between

the 21cm signal and LAEs reflect the size and the degree of
ionization of the ionized regions around the selected LAEs,
respectively. With L

↵

being directly proportional to the
number of ionizing photons produced in a galaxy, the sizes
of the ionized regions around LAEs rise from faint to bright
LAEs, e.g. for fesc = 0.5 and h�HIi' 0.5, ⇠21,LAE drops
from �0.23 for LAEf to �0.3 for LAEb at r = 5h�1cMpc.
Comparing the anti-correlation strengths across the L

↵

bins,
we notice the strength to increase towards fainter LAEs
for a mostly ionized IGM (h�HIi< 0.3): fainter LAEs are
more likely to be located in less over-dense regions, lead-
ing to lower residual H I fractions in their ionized regions.
In contrast, for h�HIi' 0.5, the anti-correlation strength is
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Key issue: As volume decreases, thermal noise increases. As number of LAEs decrease,  
                   shot noise increases.  

Solution: 25 deg2 surveys (Subaru/WFIRST) targeting intermediate luminosity LAEs most  
                 optimal - but smaller volumes can be compensated by probing to lower Lya  
                 luminosities 

Hutter, Trott & Dayal 2018; 
Hutter, Dayal et al, 2019 (Astro 2020 white paper) 
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� χHI �= 0.50

Figure 1. 21cm-LAE cross correlation function for fesc = 0.05 and 0.50 (rows) and survey Ly↵ luminosity limits L
↵

= 1041�42, 1042�43,
10>43erg s�1 (columns) at z ' 6.6. Orange, green and blue lines represent the cross correlation functions at h�HIi ' 0.1, 0.25 and 0.5,
respectively. The light and dark shaded regions correspond to the values allowed by the uncertainties in computing the cross correlation
between SKA and Subaru HSC or SILVERRUSH survey data. All identified LAEs have a minimum Ly↵ equivalent width, EW

↵

> 20Å,
and their corresponding number densities are indicated at the right bottom of each panel. The nearly constant amplitude across di↵erent
Ly↵ luminosity limits shows that ⇠21,LAE is hardly sensitive to LAE clustering, which again increases with rising L

↵

values. However,
stronger LAE clustering leads to rising uncertainties, as PLAE in equation 4 increases.

Figure 2. 21cm-LAE cross correlation function at r = 3.6h�1cMpc for fesc = 0.05 and survey Ly↵ luminosity limits L

↵

= 1041�42,
1042�43, 10>43erg s�1 at z ' 6.6. Orange, green and blue lines represent h�HIi ' 0.1, 0.25 and 0.5, respectively. The shaded regions
show the cross correlation function uncertainties as a function of the survey volume of the SKA and LAE observations.

of LAEs increases and the mean 21cm di↵erential brightness
temperature, h�T

b

i, drops. The latter decreases the contrast
between �T

b

at LAE locations and h�T
b

i, leading to a weaker
anti-correlation. However, the anti-correlation strength also
depends on the residual H I fraction within the ionized re-
gions around LAEs (Hutter et al. 2017). With decreasing
fesc, the photoionization rate (�HI) drops and the residual
H I fraction increases, which causes a slightly weaker anti-
correlation for fesc = 0.05 than for 0.5. The lower ioniza-
tion fractions in ionized regions are compensated by slightly
larger ionized regions, which become apparent in the anti-
correlation extending to larger scales.

The extent and strength of the anti-correlation between

the 21cm signal and LAEs reflect the size and the degree of
ionization of the ionized regions around the selected LAEs,
respectively. With L

↵

being directly proportional to the
number of ionizing photons produced in a galaxy, the sizes
of the ionized regions around LAEs rise from faint to bright
LAEs, e.g. for fesc = 0.5 and h�HIi' 0.5, ⇠21,LAE drops
from �0.23 for LAEf to �0.3 for LAEb at r = 5h�1cMpc.
Comparing the anti-correlation strengths across the L

↵

bins,
we notice the strength to increase towards fainter LAEs
for a mostly ionized IGM (h�HIi< 0.3): fainter LAEs are
more likely to be located in less over-dense regions, lead-
ing to lower residual H I fractions in their ionized regions.
In contrast, for h�HIi' 0.5, the anti-correlation strength is
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Figure 1. 21cm-LAE cross correlation function for fesc = 0.05 and 0.50 (rows) and survey Ly↵ luminosity limits L
↵

= 1041�42, 1042�43,
10>43erg s�1 (columns) at z ' 6.6. Orange, green and blue lines represent the cross correlation functions at h�HIi ' 0.1, 0.25 and 0.5,
respectively. The light and dark shaded regions correspond to the values allowed by the uncertainties in computing the cross correlation
between SKA and Subaru HSC or SILVERRUSH survey data. All identified LAEs have a minimum Ly↵ equivalent width, EW

↵

> 20Å,
and their corresponding number densities are indicated at the right bottom of each panel. The nearly constant amplitude across di↵erent
Ly↵ luminosity limits shows that ⇠21,LAE is hardly sensitive to LAE clustering, which again increases with rising L

↵

values. However,
stronger LAE clustering leads to rising uncertainties, as PLAE in equation 4 increases.

Figure 2. 21cm-LAE cross correlation function at r = 3.6h�1cMpc for fesc = 0.05 and survey Ly↵ luminosity limits L

↵

= 1041�42,
1042�43, 10>43erg s�1 at z ' 6.6. Orange, green and blue lines represent h�HIi ' 0.1, 0.25 and 0.5, respectively. The shaded regions
show the cross correlation function uncertainties as a function of the survey volume of the SKA and LAE observations.

of LAEs increases and the mean 21cm di↵erential brightness
temperature, h�T

b

i, drops. The latter decreases the contrast
between �T

b

at LAE locations and h�T
b

i, leading to a weaker
anti-correlation. However, the anti-correlation strength also
depends on the residual H I fraction within the ionized re-
gions around LAEs (Hutter et al. 2017). With decreasing
fesc, the photoionization rate (�HI) drops and the residual
H I fraction increases, which causes a slightly weaker anti-
correlation for fesc = 0.05 than for 0.5. The lower ioniza-
tion fractions in ionized regions are compensated by slightly
larger ionized regions, which become apparent in the anti-
correlation extending to larger scales.

The extent and strength of the anti-correlation between

the 21cm signal and LAEs reflect the size and the degree of
ionization of the ionized regions around the selected LAEs,
respectively. With L

↵

being directly proportional to the
number of ionizing photons produced in a galaxy, the sizes
of the ionized regions around LAEs rise from faint to bright
LAEs, e.g. for fesc = 0.5 and h�HIi' 0.5, ⇠21,LAE drops
from �0.23 for LAEf to �0.3 for LAEb at r = 5h�1cMpc.
Comparing the anti-correlation strengths across the L

↵

bins,
we notice the strength to increase towards fainter LAEs
for a mostly ionized IGM (h�HIi< 0.3): fainter LAEs are
more likely to be located in less over-dense regions, lead-
ing to lower residual H I fractions in their ionized regions.
In contrast, for h�HIi' 0.5, the anti-correlation strength is
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Figure 1. 21cm-LAE cross correlation function for fesc = 0.05 and 0.50 (rows) and survey Ly↵ luminosity limits L
↵

= 1041�42, 1042�43,
10>43erg s�1 (columns) at z ' 6.6. Orange, green and blue lines represent the cross correlation functions at h�HIi ' 0.1, 0.25 and 0.5,
respectively. The light and dark shaded regions correspond to the values allowed by the uncertainties in computing the cross correlation
between SKA and Subaru HSC or SILVERRUSH survey data. All identified LAEs have a minimum Ly↵ equivalent width, EW

↵

> 20Å,
and their corresponding number densities are indicated at the right bottom of each panel. The nearly constant amplitude across di↵erent
Ly↵ luminosity limits shows that ⇠21,LAE is hardly sensitive to LAE clustering, which again increases with rising L

↵

values. However,
stronger LAE clustering leads to rising uncertainties, as PLAE in equation 4 increases.

Figure 2. 21cm-LAE cross correlation function at r = 3.6h�1cMpc for fesc = 0.05 and survey Ly↵ luminosity limits L

↵

= 1041�42,
1042�43, 10>43erg s�1 at z ' 6.6. Orange, green and blue lines represent h�HIi ' 0.1, 0.25 and 0.5, respectively. The shaded regions
show the cross correlation function uncertainties as a function of the survey volume of the SKA and LAE observations.

of LAEs increases and the mean 21cm di↵erential brightness
temperature, h�T

b

i, drops. The latter decreases the contrast
between �T

b

at LAE locations and h�T
b

i, leading to a weaker
anti-correlation. However, the anti-correlation strength also
depends on the residual H I fraction within the ionized re-
gions around LAEs (Hutter et al. 2017). With decreasing
fesc, the photoionization rate (�HI) drops and the residual
H I fraction increases, which causes a slightly weaker anti-
correlation for fesc = 0.05 than for 0.5. The lower ioniza-
tion fractions in ionized regions are compensated by slightly
larger ionized regions, which become apparent in the anti-
correlation extending to larger scales.

The extent and strength of the anti-correlation between

the 21cm signal and LAEs reflect the size and the degree of
ionization of the ionized regions around the selected LAEs,
respectively. With L

↵

being directly proportional to the
number of ionizing photons produced in a galaxy, the sizes
of the ionized regions around LAEs rise from faint to bright
LAEs, e.g. for fesc = 0.5 and h�HIi' 0.5, ⇠21,LAE drops
from �0.23 for LAEf to �0.3 for LAEb at r = 5h�1cMpc.
Comparing the anti-correlation strengths across the L

↵

bins,
we notice the strength to increase towards fainter LAEs
for a mostly ionized IGM (h�HIi< 0.3): fainter LAEs are
more likely to be located in less over-dense regions, lead-
ing to lower residual H I fractions in their ionized regions.
In contrast, for h�HIi' 0.5, the anti-correlation strength is
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Summary

• Modelling reionization still open problem due to key physical uncertainties 
for both galaxies and IGM (z-evolution of cosmic SFRD, fesc, C). 

• Due to these issues, sources and topology of reionization remain 
outstanding problems in astrophysics. 

• Galaxy (specially LAEs)-21cm correlations will be invaluable in shedding 
light on the reionization state (fraction of neutral hydrogen) and topology. 

• 25 deg2 surveys (Subaru/WFIRST) targeting intermediate luminosity LAEs 
most optimal - trade-off between volume and Lya luminosity limit.  

• Contact Pratika Dayal, Andrea Ferrara or Erik Zackrisson for comments for/
questions for/join the SKA EoR Synergy group. 


