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* What is ACS

* ACS services

* Component-Co
* Development
* Deployment

* Run-time
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ALMA — software and physical architecture
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+E9+ The observatory is a distributed system S

* Servers and clients ar achines:
<> Possibly in diffe
< With different
<~ With different iability
* Servers and clients
<> Hardware
<> System software

<> Programming languages



Requirements

Developers of clie nderlying server

architecture & vi

It shall be poss server

transparently t

Client develope hether a server is

local or remote.
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<> ACS provides the basic services needed for object oriented distributed

remote object invocati |
’ ‘ !
oloyment and location ona container/‘omponent model

<> Dlstrlbuted error and alarm handling
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Operating system: RHE
<> CentOS/SL5 a
<> Other linux
< Windows a

Real-time: RTAI
<> VxWorks su

Languages: C++, Jav

CORBA middleware: T.

Embedded ACS Container:

(CosyLAB microlOC), ...

thon), CORBA services.
de, 256MB RAM, 256 MB flash



LGPL and free software

¢

Use as much as possible open-sou ings.
< Do not reinvent the whe
< Reuse experience of o
<> Do not pay for licens
< Support from user c
Wrap with convenience an

ACS is distributed under LGP

Open source projects may have
<> Fast lifecycle and support on
<> Free/commercial support

<> Documentation not as good as commercial products
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* Naming service
* Interface Reposit
* Notify Service*
* Logging Service
e Configuration d
* Alarm system

* Manager




ACS for developers -~

Developers write com er interfaces clients in

C++, Java, or Python

ACS provides an in ed on application code

modules.

Communication fr nt, and among

components, uses

No thinking about sta nents, or on which

machine they should run

ACS keeps development, deployment and runtime separate
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Contai

cific functionality to the
d stopped by the
component services

COMPONENT 1
COMPONENT 2

nly cares about the lifecycle
e components deployed on it



Lifecycle
Interface:

init, run,
shutdown

ent



Devel

<> First step: Identify
<> Mount
<> Camera

<~ Telescope
<> Second step: D

< Implemen
<> Deployment

< Interfaces shal
them evolve when

< A formal interface definiti

<> Simulation

ent-1

is needed

terface
ions

it must be possible to have
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Client
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Client
Program Source

IDL
Definition

Object
Implementation
Source
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Acs command center
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B (project) - Acs Command Center

Project Tools Expent

Common Settings Acs Suite

Acs Instance %

Cdb Root Dir |/
ocalhost (single- machine project

Remote (distributed projecth

[] advanced

Use built-in ssh () Use native ssh
.2 Use Acs Daemons

Host

User

Containers
MName

Deployment Infa
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Container daemon

Services daemon
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Container daemon

Services daemon

alma03

Container daemon

Services daemon
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(0) login

COMPONENT |

(1) get{"myComp”)

(2) Which Container
can run "myComp"?
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(3} activate("myComp")
returns a reference to
that component
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Object explorer

1

YView

Object Explorer =@alma=

EACI Engine

Object: MOUMNTZ [w] Show special operations and attributes

Operations Attributes

descriptor ¢ ) componentState
find_characteristic (5tring ) name
get_all_characteristics ¢ )

get_characteristic_by_name (5tring )

ohjfix ( double, double, = CEBvo - Datastr

ohstar { double, douhle, double, douhle, douk




Characteristic component

< With propertie
< Characteristisc

Executed within a ¢ iven machine
< Conftainers nent execution

Follows a comp

A Component is
“devices” (abst

ical and logical

rol/monitor points)
tion database

< units, default ve*
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Stafically defined item

It has a typed value
< Bassi ctypes:

Read-only (RO) an

Defines a interfac
< Developer

Combines value(s
< Descriptio
< Unit
< Monitoring
< Alarms thres

Value monitoring
< Interval
< On change
< Keeps history (last 1

Value archiving
< Same as for monitoring

Alarms built-in







Bulkdata
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»ACS service for reli
sfreaming of hi

> Used in two C
»Many sena
»One sende

»Used by 6 ALM
»|n operation sinC

»Total peak data rate:

ncurrent
ronomical) data

multicast

yies/sec
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CDB browser

B configuration Database Browser
File Edit Administration

Refrest CDE Tree CURRENT LOCATION:  Jroot/MACI/Containers/hilb

¢ [ bilboContainer
-

o [ LoggingConfig

¢ Jalma
o= CIMOUNTZ
o~ [ TEST_PS_10

- [JTEST_P5_4
o [ MOUNT

o [ LAMPWHEEL1
- [JTEST_PS_14

o [ PEUMP_B_0

o CITEST_PS_17
o 3 PEUMP_B_0

Save Chang XML record Reset Data

" Table View | XML View

ATTRIBUTE NAME ATTRIBUTE YALUE
DALTpe DAL

:
:
||Recovery .. rue

ServerThreads

1 LT

: osylab-com: Containe
| fgminstbaci ————|um:schemas-cosylab-comBACI:1.0

xmins:cdb urn:schemas-cosyab-com:CDB: 1.0

| [rminsitog ——lumischemas-cosyiab-com LoggingConfig:1.0
Vpeminsesi T [hpe fewws 0rg /200 1 /XM LSchemasinstance



stdout:

Java Application

ACS C++ logger




0 Logging client (jlog e

. [ LoggingClient - Online =@alma=

File Yiew Search Drill down Expert

o Boeown [ oscwsos Bowown [ rons | Latewn | Gomer | |

{|Detailed info

LogField

Info
Info
Info [ 3 ! ! o
Info tain ! e
Infa : T3
info ) ”  regueet . . Routine  |internall: RequestCompaonent
_ ama

Info
Infa
Info
Info
Infa
Info
Infa

e e




Application

|:| not yet available

not part of error

ErrorTrace

CDB
(Archive)

Logging
system



Events distributed by mea
NCs are an alternative t
NCs decouple the co
NCs can protect the s
Notification Channels

Publisher/Subscriber
* ACS handle CORBA det

Use of NCs makes debug
Experimental NC over DDS

Events




0 Event browser Tian

. ALMA ACS Event Browser _ O %

Event Browser Help

@ Notify Service Summary| @ Channel Tree < || @ EventList| @ Archiving List Event type filter: |

Motify Service | #cons #suppliers Timestamp Event source # Eve Eventtype # Events this type
Alarm 0 0

Archive 0
DefaultNotifySer 0
Logging 0

'@ Event Details

Name

Refresh service data to get correct supplier/consumer info.




Alarm System
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The Alarm System is a messaging system that deals with abnormal

situations by means of Fault States (FS):
e FS collection
* FS analysis and distribution ules)

 Alarm definition

e Alarm archiving

ACS comes with 2 implementations:
* ACS (default)

* CERN (explicitly set in the CDB)
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* 4 alarm levels (low,
* ACS generates al

* 2 type of reducti
* NODE
* MULTIPLICITY

* APl is very easy,




Client tie

Source tier

ARCHIVE
>
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0 Alarm panel

AlarmPanel =@alma=

Time ] C )

==Ezol5 D3-24T10:10:36.211 |MULTIFLE_MF_FAIL. .. The descrlptlon for 0 WERY HI...
--E"lzols D2-24T10:10:36.211 |MULTIPLE_MF_FAIL... |MF Description 1 WERY HI. ..
Bilzo15-02-24T10:10:36.211 |MULTIPLE_MF_FAIL . [MF The description for 2 WERY HI...

Eilz015-03-24T10:10:36.211 |MULTIPLE_MF_FAIL. . The description for 3 WERY HI...
E‘]zow D3-24T10:10:26.211 |MULTIFLE_MF_FAIL .. The description far 4 WERY HI...
5 0 i
; g | lagion [
lest alam Consequence |

&\ Reduction chain of [PS:ALARM_SOURCE_PS:1] =@al... v »~ %

" Table view | Tree view

antenna alarm



Alarm profiler
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" Alarms profiler

:DefaultFM_99:2

:DefaultFM_9938:2

:DefaultFM_992:1

:DefaultFM_991:2

:DefaultFM_98:2

:DefaultFM_989:1

:DefaultFM 983:1

& Alarms per 10 min

# alarms

[

o
o
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Alarms per

-

- T T T 1 T _ r T 1 T

012-07-06 15:03:40 .56
012-07-06 15:03:38.80
012-07-06 15:03:32.09
012-07-06 14:51:4951
012-07-06 14:59:30.97
012-07-06 14:59:58 96
012-07-06 15:00:09.68
012-07-06 14:58:14.54

012-07-06 14:51:01.96

10 minutes

= nAlarms
— Threshold

14:45 14:46 14:47 14:48 14:49 14:50 14:51 14:52 14:53 14:54 14:55

Time

Termination time
2012-07-06 15:03:36.608
2012-07-06 15:03:40.788
2012-07-06 15:04:02.868
2012-07-06 15:03:41.338
2012-07-06 14:52:21 866
2012-07-06 14:59:52.794
2012-07-06 15:02:38.847
2012-07-06 15:02:38.737
2012-07-06 14:59:52.464
2012-07-06 14:49:48 582
2012-07-06 14:52:21 756

£ Alarm flood

Entry

Actually in flood

Avg. alarms per flood

Highest num. of alarms in flood
Monitoring time

Num. of floods

Time of Alarm service in flood

Tot. alarms in floods

0
00:20:32.424
0
00:20:32.414

1692
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* Incremental releas
* Feature complet
* Improving robus
* Tools to help de
* Open to commu




ACS outside of ALMA
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* APEX
* Cherenkov Telescope Array (CTA)

* Large Latin America Millimiter

UUUUU

* Radiotelescope IGN Yebes rowve] pesem

 Sardinia Radio Telescope (SR
* Sparta@ESO

NAOJ



* Cons
* Monolitic
» Steep learning c
* Not yet comple
* Slow evolving

* Pros
* ACSis usedin AL
* Other telescopes
* Growing community
e C++, python and java (o







Functional
interface is
intercepted by
the container
for logging
and/or
exception
handling,
security, ...

Container
manages
lifecycle and
offers
services, but
exposes the
component’s
functional
interface
directly — less
overhead



Monitoring - 1

Compl i

Comp2 -r

MonitorCollector MonitorCollector

]
Comp2
Comp2 1

MonitorCollector

Blobber2

MonitorController

>
=



Monitoring - 2

MonitorCollector

Blobber2

MonitorController
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