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ABSTRACT

Scaling relations are the most powerful astrophysical tools to set constraints to the physical mechanisms of astro-
nomical sources and to infer properties that cannot be accessed directly. We re-investigate here one of these scaling
relations in active galactic nuclei (AGN); the so-called X-ray variability plane (or mass-luminosity-timescale relation,
McHardy et al. 2006). This relation links the power-spectral density (PSD) break frequency with the super-massive
black hole (SMBH) mass and the bolometric luminosity. We used available XMM -Newton observations of a sample of
22 AGN to study the PSD and spectra in short segments within each observation. This allows us to report for the first
time that the PSD break frequency varies for each object, showing variations in 19 out of the 22 AGN analyzed. Our
analysis of the variability plane confirms the relation between the break frequency and the SMBH mass and finds that
the obscuration along the line of sight NH (or the variations on the obscuration using its standard deviation, �NH) is
also a required parameter, at least for the range of frequencies analyzed here (⇠ 3⇥ 10�5 � 5⇥ 10�2Hz). We constrain
a new variability plane of the form: log(⌫Break) = (�0.589± 0.005) log(MBH) + (0.10± 0.01) log(NH)� (1.5± 0.3) (or
log(⌫Break) = (�0.549± 0.009) log(MBH) + (0.56± 0.06)�NH + (0.19± 0.08)). The X-ray variability plane found by
McHardy et al. (2006) is roughly recovered when we use unobscured segments. We speculate that this behavior is well
explained if most of the reported frequencies are related to inner clouds (within 1 pc), following Kepler orbits under
the gravitational field of the SMBH.
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Active galactic nuclei and quasars are thought to be 
scaled up versions of Galactic black hole binaries, pow-
ered by accretion onto supermassive black holes with 
masses of 106–109 M

☼☼☼☼
, as opposed to the ~10 M

☼☼☼☼
 in bina-

ries. One example of the similarities between these two 
types of systems is the characteristic rapid X-ray variabil-
ity seen from the accretion flow1. The power spectrum of 
this variability in black hole binaries consists of a broad, 
band-limited noise with multiple quasi-periodic oscilla-
tions superimposed, where power is concentrated over a 
narrow range of frequencies. Although the broad noise 
component has been observed in many active galactic nu-
clei2,3, there are no significant detections of quasi-periodic 
oscillations4–6. Here we report the discovery of a ~1h X-ray 
periodicity in a bright active galaxy RE J1034+396. The 

signal is highly statistically significant (at the 5.6σσσσ level) 
and very coherent, with quality factor Q > 16. This rein-
forces the link between stellar and supermassive black 
holes, emphasizing the universal properties of accretion 
onto objects with very different masses. The X-ray modu-
lation arises from the direct vicinity of the black hole, so 
this provides a new tool for studying active galactic nu-
clei. 

RE J1034+396 is a nearby (z = 0.042) active galaxy, spec-
troscopically classified as a narrow-line Seyfert 1 (NLS1). 
These objects have strong emission lines produced by high 
density gas ionized by the UV and X-ray radiation from the 
accretion flow. These lines are rather narrow compared to the 
velocity widths seen in more typical broad line active galactic 
nuclei (AGN). This fact, together with other evidence, has led 
to the suggestion that they host supermassive black holes less 
massive than those inferred in a typical AGN of similar lumi-
nosity7.  

From a long (91 ks) observation using the X-ray satellite 
XMM-Newton we extracted a light curve for RE J1034+396 
(Fig. 1), over the energy band 0.3–10 keV. Even by eye it 
shows an evident periodic oscillation. To more rigorously test 
for the presence of a periodic signal we folded the light curve 
with various trial periods and analysed the root-mean-square 
(rms) amplitude of the resulting pulse profile as a function of 

the period. We found a strong peak at 3730±130 s (FWHM). 
We used the best-fitting period to plot the expected times of 
minima in Fig. 1. This shows that the periodicity changes its 
character at around t0 = 25 ks. After that time the troughs in 
the light curve follow the predicted minima very well, for 
almost 16 cycles, indicating a highly coherent signal, but 
before t0 the troughs are shifted in phase and there are occa-
sional additional minima. This shows that the feature is not a 
true periodicity, but that it wanders in phase, amplitude 
and/or frequency, as seen in the quasi-periodic oscillations 
(QPOs) in black hole binaries (BHB)8. Hence, we will refer 
to this signal as a QPO hereafter. 

We concentrate first on the coherent part of the light curve 
(segment 2 in Fig. 1). Fig. 2 shows this light curve segment 

folded with the best-fitting period, while Fig 3 shows its pe-

riodogram with a strong peak at ~2.7×10-4 Hz. In order to 
quantify the statistical significance of the peak we adopt the 
method proposed by Vaughan9 to test the significance of pe-
riodicities against the red noise. This method involves divid-
ing the periodogram by the best-fitting power law and using 
the known distribution of the periodogram ordinates to esti-
mate the likelihood of observing a given peak. The confi-

dence limits (3σ and 99.99%) shown in Fig. 3 are calculated 
including the uncertainties in the red noise model. The QPO 
is well above these limits, and we find that it is statistically 

significant at the 1 – (2×10-8) level (~5.6σ). Even in the total 
light curve, including segment 1 which has less obvious pe-

riodicity, the signal is still significant at the ~3.4σ level.  
This method assumed that the underlying red noise has a 

power-law shape but there can be breaks in this continuum, 
changing the derived significance of the QPO. We tested this 
with Monte-Carlo simulations, generating a series of light 
curves following a given power spectral distribution10. The 
simulated light curves had the same number of bins, mean 
count rate and variance, as the observed light curve. We then 
calculated periodograms for each of them and found the 

power corresponding to the upper 3σ limit in each frequency 

channel (the maximum significance in this method is 3.8σ 

 
Figure 1 | XMM-Newton light curve of RE J1034+396. The start 
time of this observation was 2007-05-31 20:10:12 UTC. We ex-
tracted source and background light curves from PN, MOS1 and 
MOS2 cameras in 0.3–10 keV energy band, using 45 arcsec circular 
selection regions and rejecting the final ~7 ks due to background 
flares. We then combined data from all cameras together. This gave 
a mean count rate of 5.9±0.6 and 0.04±0.08 (s.d.) counts s-1 for the 
net and background light curves, respectively. The data points, 
binned in 100-s intervals, are plotted in gray. The error bars are 1 
s.d. The black thick curve represents the running average over 9 bins 
around a given bin and shows clear periodicity. The dotted vertical 
lines show the expected times of minima obtained from folding 
segment 2 with the period of 3733 s. In this paper we mainly analyse 
segment 2, showing a periodicity with high coherence. It contains 
593 contiguous 100-s bins and almost 16 full cycles of the periodic 
signal. The fractional rms variability (in terms of excess variance21) 
in this segment is 9.2±0.2%. 
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due to the limited number of simulated light curves). The 
results for a single power-law distribution with the index 
taken from the best fit to our data (with index uncertainties 
taken into account) are comparable to the analytical limits 
shown in Fig. 3, as expected. A broken power law with indi-
ces -1 and -2 below and above the break frequency of 

2.7×10-4 Hz, respectively, decreases the confidence limits 
around the break, but the QPO remains highly significant 

(>3.8σ). Therefore, we conclude that the observed signal at 

~2.7×10-4 Hz in RE J1034+396 is significant at a very high 
statistical level, irrespective of the assumed model for the 
continuum power. 

The QPO lies within just one frequency bin of the perio-
dogram, which makes it highly coherent, with a quality factor 

Q = f /∆f > 16, where f and ∆f are the bin frequency and 
width, respectively. The rms fractional variability in the QPO 
is ~4.7% in the 0.3-10 keV energy band, which constitutes 
about half of the rms variability in the light curve. The 
strength of the QPO depends significantly on energy, increas-
ing from ~2% in the 0.2–0.3 keV band, to ~10% above 
1 keV. There is a time lag of ~260 s in the QPO phase be-
tween 2–10 and 0.3–0.4 keV energy bands (softer X-rays 
lagging behind harder X-rays). 

This is the first time such a strong QPO has been convinc-
ingly found in the X-ray light curve of any AGN. Earlier 
claims all failed a more stringent statistical analysis4–6, such 
as that used here. The only exception was that claimed for 
NGC6814, which turned out to be from a Galactic cataclys-
mic variable (CV) along the line of sight11! However, XMM-
Newton is an imaging instrument and has a positional accu-
racy of ~2–3 arcsec, so considering that the number of X-ray 
detected CVs is about a hundred12, the probability of a chance 
superposition with the AGN is vanishingly small, <10-8. We 
therefore conclude that the X-ray source is associated with 

the galaxy. Furthermore, its X-ray luminosity (4×1043 erg s-1 
in 0.3–10 keV band) is then too bright for an ultra-luminous 
binary X-ray source, which have luminosities below ~1041 
erg s-1. Therefore it must originate from the AGN. 

The black hole mass in RE J1034+396 is not well deter-
mined, and different methods of measurement give conflict-

ing results13. The virial mass derived from the Hβ emission 

line velocity dispersion in the broad-line region14 is 

6.3×105 M
☼

, and differs significantly from an estimate of 

3.6×107 M
☼

 obtained using [OIII] as a proxy for the stellar 
velocity dispersion in the bulge15. On the other hand, if the 
mass-velocity dispersion relation is different in NLS116 than 

 

Figure 2 | Folded light curve. We folded the part of the light curve 
with significant periodicity (segment 2 in Fig. 1) with the period of 
3733 s. Errors are propagated from the unfolded light curve and rep-
resent 1 s. d. Two cycles are plotted for clarity. The solid line repre-
sents the best-fitting sinusoid, the dotted line the mean count rate. 
The amplitude of the sinusoid is ~6.7% of the mean which corre-
sponds to ~4.7% of the fractional rms variability in the pulse profile. 

 

Figure 3 | Power spectral distribution. Panel a shows the power 
spectrum (296 data bins), I(f), normalized to (rms/mean)2 per Hz, 
calculated from segment 2 of the light curve (Fig. 1). The solid line 
is the de-biased9 best-fitting (least squares method) power law, P (f), 

with index -1.35±0.18. The fit excluded the data above 10-3 Hz, 
dominated by the white noise. We checked that a particular choice 
of the cut-off did not affect the significance of the peak. The dashed 
curves represent the uncertainty in the power-law model. The dotted 
horizontal line shows the expected level of the Poissonian noise. If  
P (f) represents the true power distribution (which is our null hy-

pothesis) then the quantity 2I(f)/P (f) is scattered with χ2 distribution 
with two degrees of freedom9,22. The Kolmogorov-Smirnov test 
returned the P value of ~84%, so the null hypothesis is not rejected 

at the significance level of, e.g., α = 5%.  This shows that a single 
power law is a good description of the underlying noise process. We 
also confirm this by Monte Carlo simulations, which allow us to 

estimate 1 s. d. errors in each frequency channel and calculate 2
νχ  = 

68.4 at 58 degrees of freedom. We use the χ2 distribution of 2I(f)/P 

(f) to calculate the confidence limits on the suspected periodic sig-

nal. Panel b shows 2I(f)/P (f) together with 3σ (99.73%) and 99.99% 
confidence limits. The same confidence limits are also plotted in 
panel a. We see that the periodic signal at ~2.7×104 Hz is very 
strong, significant at a level in excess of 99.99% (the actual signifi-
cance level is ~5.6σ). The significances are global, i.e. corrected for 
the number of frequencies tested. This result is confirmed by Monte 
Carlo simulations. The periodic signal is also highly significant in 
the individual light curves extracted from each separate X-ray cam-
era. 

REJ1034+396 Gierlinski+08
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ABSTRACT

Context. Active galactic nuclei (AGN), powered by accretion onto supermassive black holes (SMBHs), are thought to be scaled up
versions of Galactic black hole X-ray binaries (BH-XRBs). In the past few years evidence of such correspondence include similarities
in the broadband shape of the X-ray variability power spectra, with characteristic bend times-scales scaling with mass.
Aims. The aim of this project is to characterize the X-ray temporal properties of a sample of AGN to study the connection among
different classes of AGN and their connection with BH-XRBs.
Methods. We have performed a uniform analysis of the power spectrum densities (PSDs) of 104 nearby (z < 0.4) AGN using
209 XMM-Newton/pn observations. These PSDs span ≃3 decades in temporal frequencies, ranging from minutes to days. The PSDs
have been estimated in three energy bands: 0.2−10 (total), 0.2−2 (soft), and 2−10 keV (hard). The sample comprises 61 Type-1 AGN,
21 Type-2 AGN, 15 NLSy1, and 7 BLLACS. We have fitted each PSD to two models: (1) a single power-law model and (2) a bending
power-law model.
Results. Among the entire sample, 72% show significant variability in at least one of the three bands tested. A high percentage of
low-luminosity AGN do not show any significant variability (86% of LINERs). The PSD of the majority of the variable AGN was
well described by a simple power-law with a mean index of α = 2.01 ± 0.01. In 15 sources we found that the bending power law
model was preferred with a mean slope of α = 3.08 ± 0.04 and a mean bend frequency of ⟨νb⟩ ≃2 × 10−4 Hz. Only KUG 1031+398
(RE J1034+396) shows evidence for quasi-periodic oscillations. The “fundamental plane” relating variability timescale, black hole
mass, and luminosity is demonstrated using the new X-ray timing results presented here together with a compilation of the previously
detected timescales from the literature.
Conclusions. Both quantitative (i.e. scaling with BH mass) and qualitative (overall PSD shapes) found in this sample of AGN are in
agreement with the expectations for the SMBHs and BH-XRBs being the same phenomenon scaled-up with the size of the BH. The
steep PSD slopes above the high frequency bend bear a closer resemblance to those of the “soft/thermal dominated” BH-XRB states
than other states.

Key words. accretion, accretion disks – Galaxy: nucleus – galaxies: active – X-rays: galaxies

1. Introduction

The dynamics of accretion around BHs should be similar
for different masses, with characteristic size scales and hence
timescales simply scaling with their mass (at a given accretion
rate relative to the Eddington limit). Therefore, we expect to
find similarities between the properties of luminous accretion
flows around stellar mass BHs in X-ray binaries (BH-XRBs;
MBH ∼ 10 M⊙ ) and supermassive black holes (SMBHs) in
Active Galactic Nuclei (AGN; with MBH ∼ 106−109 M⊙ ).
However, the details and reliability of the proposed scaling rela-
tions are currently not well understood (see Merloni et al. 2003;
Körding et al. 2007; McHardy 2010, for a review).

X-ray variability – thought to originate in the innermost
regions of the accretion flow – is an important aspect of
the AGN-XRB connection (e.g. Uttley et al. 2002; Markowitz
et al. 2003; Vaughan et al. 2003b, 2011; McHardy et al. 2006;
McHardy 2010). Both AGN and BH-XRBs show “red noise”
power spectra (or power spectral density, PSD) that decrease

⋆ Tables 1–4 and Appendices A and B are available in electronic form
at http://www.aanda.org

steeply at high frequencies (short timescales) as a power law,
P(ν) ∼ ν−α (where ν is temporal frequency), typically with
α ≈ 2. Below some characteristic frequency νb the PSDs flat-
ten, and these bend frequencies scale approximately inversely
with the BH mass from BH-XRBs to AGN. However, the PSDs
of BH-XRBs depend on the “state” in which the system is ob-
served. In the soft state the PSD is usually well described by
a simple bending power-law, with a slope α > 2 above some
bend frequency νb, and a slope of α ≈ 1 extending unbroken to
much lower frequencies (Cui et al. 1997). In the hard state the
PSDs are generally more complex, with additional bends and
peaks at lower frequencies, and are usually modeled as a mix-
ture of zero-centred Lorentzian components (see e.g. Remillard
& McClintock 2006; Wilms et al. 2006). In addition there are
transitional states that display a range of timing behavior. The
accretion “states” of AGN are not clearly understood (Körding
et al. 2006; Fender et al. 2006) but there is some evidence to
support the idea that luminous, radio-quiet AGN represent super-
massive analogues of BH-XRB in the “soft states” (Uttley et al.
2002; McHardy et al. 2004; Uttley & McHardy 2005; Vaughan
et al. 2011).
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Active galactic nuclei and quasars are thought to be 
scaled up versions of Galactic black hole binaries, pow-
ered by accretion onto supermassive black holes with 
masses of 106–109 M

☼☼☼☼
, as opposed to the ~10 M

☼☼☼☼
 in bina-

ries. One example of the similarities between these two 
types of systems is the characteristic rapid X-ray variabil-
ity seen from the accretion flow1. The power spectrum of 
this variability in black hole binaries consists of a broad, 
band-limited noise with multiple quasi-periodic oscilla-
tions superimposed, where power is concentrated over a 
narrow range of frequencies. Although the broad noise 
component has been observed in many active galactic nu-
clei2,3, there are no significant detections of quasi-periodic 
oscillations4–6. Here we report the discovery of a ~1h X-ray 
periodicity in a bright active galaxy RE J1034+396. The 

signal is highly statistically significant (at the 5.6σσσσ level) 
and very coherent, with quality factor Q > 16. This rein-
forces the link between stellar and supermassive black 
holes, emphasizing the universal properties of accretion 
onto objects with very different masses. The X-ray modu-
lation arises from the direct vicinity of the black hole, so 
this provides a new tool for studying active galactic nu-
clei. 

RE J1034+396 is a nearby (z = 0.042) active galaxy, spec-
troscopically classified as a narrow-line Seyfert 1 (NLS1). 
These objects have strong emission lines produced by high 
density gas ionized by the UV and X-ray radiation from the 
accretion flow. These lines are rather narrow compared to the 
velocity widths seen in more typical broad line active galactic 
nuclei (AGN). This fact, together with other evidence, has led 
to the suggestion that they host supermassive black holes less 
massive than those inferred in a typical AGN of similar lumi-
nosity7.  

From a long (91 ks) observation using the X-ray satellite 
XMM-Newton we extracted a light curve for RE J1034+396 
(Fig. 1), over the energy band 0.3–10 keV. Even by eye it 
shows an evident periodic oscillation. To more rigorously test 
for the presence of a periodic signal we folded the light curve 
with various trial periods and analysed the root-mean-square 
(rms) amplitude of the resulting pulse profile as a function of 

the period. We found a strong peak at 3730±130 s (FWHM). 
We used the best-fitting period to plot the expected times of 
minima in Fig. 1. This shows that the periodicity changes its 
character at around t0 = 25 ks. After that time the troughs in 
the light curve follow the predicted minima very well, for 
almost 16 cycles, indicating a highly coherent signal, but 
before t0 the troughs are shifted in phase and there are occa-
sional additional minima. This shows that the feature is not a 
true periodicity, but that it wanders in phase, amplitude 
and/or frequency, as seen in the quasi-periodic oscillations 
(QPOs) in black hole binaries (BHB)8. Hence, we will refer 
to this signal as a QPO hereafter. 

We concentrate first on the coherent part of the light curve 
(segment 2 in Fig. 1). Fig. 2 shows this light curve segment 

folded with the best-fitting period, while Fig 3 shows its pe-

riodogram with a strong peak at ~2.7×10-4 Hz. In order to 
quantify the statistical significance of the peak we adopt the 
method proposed by Vaughan9 to test the significance of pe-
riodicities against the red noise. This method involves divid-
ing the periodogram by the best-fitting power law and using 
the known distribution of the periodogram ordinates to esti-
mate the likelihood of observing a given peak. The confi-

dence limits (3σ and 99.99%) shown in Fig. 3 are calculated 
including the uncertainties in the red noise model. The QPO 
is well above these limits, and we find that it is statistically 

significant at the 1 – (2×10-8) level (~5.6σ). Even in the total 
light curve, including segment 1 which has less obvious pe-

riodicity, the signal is still significant at the ~3.4σ level.  
This method assumed that the underlying red noise has a 

power-law shape but there can be breaks in this continuum, 
changing the derived significance of the QPO. We tested this 
with Monte-Carlo simulations, generating a series of light 
curves following a given power spectral distribution10. The 
simulated light curves had the same number of bins, mean 
count rate and variance, as the observed light curve. We then 
calculated periodograms for each of them and found the 

power corresponding to the upper 3σ limit in each frequency 

channel (the maximum significance in this method is 3.8σ 

 
Figure 1 | XMM-Newton light curve of RE J1034+396. The start 
time of this observation was 2007-05-31 20:10:12 UTC. We ex-
tracted source and background light curves from PN, MOS1 and 
MOS2 cameras in 0.3–10 keV energy band, using 45 arcsec circular 
selection regions and rejecting the final ~7 ks due to background 
flares. We then combined data from all cameras together. This gave 
a mean count rate of 5.9±0.6 and 0.04±0.08 (s.d.) counts s-1 for the 
net and background light curves, respectively. The data points, 
binned in 100-s intervals, are plotted in gray. The error bars are 1 
s.d. The black thick curve represents the running average over 9 bins 
around a given bin and shows clear periodicity. The dotted vertical 
lines show the expected times of minima obtained from folding 
segment 2 with the period of 3733 s. In this paper we mainly analyse 
segment 2, showing a periodicity with high coherence. It contains 
593 contiguous 100-s bins and almost 16 full cycles of the periodic 
signal. The fractional rms variability (in terms of excess variance21) 
in this segment is 9.2±0.2%. 
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due to the limited number of simulated light curves). The 
results for a single power-law distribution with the index 
taken from the best fit to our data (with index uncertainties 
taken into account) are comparable to the analytical limits 
shown in Fig. 3, as expected. A broken power law with indi-
ces -1 and -2 below and above the break frequency of 

2.7×10-4 Hz, respectively, decreases the confidence limits 
around the break, but the QPO remains highly significant 

(>3.8σ). Therefore, we conclude that the observed signal at 

~2.7×10-4 Hz in RE J1034+396 is significant at a very high 
statistical level, irrespective of the assumed model for the 
continuum power. 

The QPO lies within just one frequency bin of the perio-
dogram, which makes it highly coherent, with a quality factor 

Q = f /∆f > 16, where f and ∆f are the bin frequency and 
width, respectively. The rms fractional variability in the QPO 
is ~4.7% in the 0.3-10 keV energy band, which constitutes 
about half of the rms variability in the light curve. The 
strength of the QPO depends significantly on energy, increas-
ing from ~2% in the 0.2–0.3 keV band, to ~10% above 
1 keV. There is a time lag of ~260 s in the QPO phase be-
tween 2–10 and 0.3–0.4 keV energy bands (softer X-rays 
lagging behind harder X-rays). 

This is the first time such a strong QPO has been convinc-
ingly found in the X-ray light curve of any AGN. Earlier 
claims all failed a more stringent statistical analysis4–6, such 
as that used here. The only exception was that claimed for 
NGC6814, which turned out to be from a Galactic cataclys-
mic variable (CV) along the line of sight11! However, XMM-
Newton is an imaging instrument and has a positional accu-
racy of ~2–3 arcsec, so considering that the number of X-ray 
detected CVs is about a hundred12, the probability of a chance 
superposition with the AGN is vanishingly small, <10-8. We 
therefore conclude that the X-ray source is associated with 

the galaxy. Furthermore, its X-ray luminosity (4×1043 erg s-1 
in 0.3–10 keV band) is then too bright for an ultra-luminous 
binary X-ray source, which have luminosities below ~1041 
erg s-1. Therefore it must originate from the AGN. 

The black hole mass in RE J1034+396 is not well deter-
mined, and different methods of measurement give conflict-

ing results13. The virial mass derived from the Hβ emission 

line velocity dispersion in the broad-line region14 is 

6.3×105 M
☼

, and differs significantly from an estimate of 

3.6×107 M
☼

 obtained using [OIII] as a proxy for the stellar 
velocity dispersion in the bulge15. On the other hand, if the 
mass-velocity dispersion relation is different in NLS116 than 

 

Figure 2 | Folded light curve. We folded the part of the light curve 
with significant periodicity (segment 2 in Fig. 1) with the period of 
3733 s. Errors are propagated from the unfolded light curve and rep-
resent 1 s. d. Two cycles are plotted for clarity. The solid line repre-
sents the best-fitting sinusoid, the dotted line the mean count rate. 
The amplitude of the sinusoid is ~6.7% of the mean which corre-
sponds to ~4.7% of the fractional rms variability in the pulse profile. 

 

Figure 3 | Power spectral distribution. Panel a shows the power 
spectrum (296 data bins), I(f), normalized to (rms/mean)2 per Hz, 
calculated from segment 2 of the light curve (Fig. 1). The solid line 
is the de-biased9 best-fitting (least squares method) power law, P (f), 

with index -1.35±0.18. The fit excluded the data above 10-3 Hz, 
dominated by the white noise. We checked that a particular choice 
of the cut-off did not affect the significance of the peak. The dashed 
curves represent the uncertainty in the power-law model. The dotted 
horizontal line shows the expected level of the Poissonian noise. If  
P (f) represents the true power distribution (which is our null hy-

pothesis) then the quantity 2I(f)/P (f) is scattered with χ2 distribution 
with two degrees of freedom9,22. The Kolmogorov-Smirnov test 
returned the P value of ~84%, so the null hypothesis is not rejected 

at the significance level of, e.g., α = 5%.  This shows that a single 
power law is a good description of the underlying noise process. We 
also confirm this by Monte Carlo simulations, which allow us to 

estimate 1 s. d. errors in each frequency channel and calculate 2
νχ  = 

68.4 at 58 degrees of freedom. We use the χ2 distribution of 2I(f)/P 

(f) to calculate the confidence limits on the suspected periodic sig-

nal. Panel b shows 2I(f)/P (f) together with 3σ (99.73%) and 99.99% 
confidence limits. The same confidence limits are also plotted in 
panel a. We see that the periodic signal at ~2.7×104 Hz is very 
strong, significant at a level in excess of 99.99% (the actual signifi-
cance level is ~5.6σ). The significances are global, i.e. corrected for 
the number of frequencies tested. This result is confirmed by Monte 
Carlo simulations. The periodic signal is also highly significant in 
the individual light curves extracted from each separate X-ray cam-
era. 

REJ1034+396

FAILURE 1 :
Gierlinski+08
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O. González-Martín and S. Vaughan: X-ray variability of 104 active galactic nuclei

Fig. 1. PSDs fits (continuous line) to Model A (left) and Model B (right) for the Mrk 335 data (ObsID 306870101) using the broad (0.2−10 keV)
energy band. The dashed lines shows the two components of the model: constant Poisson noise and the source PSD model (power-law, left; bending
power-law, right). The dot-dashed line shows the “global” 90% confidence limit use to flag QPO candidates. Appendix B shows the corresponding
figures for the complete sample.

highest discrepancies, as expected due to the high long-term
variability. NLSy1 show strong soft excesses interpreted as op-
tically thick material seen in reflection (Crummy et al. 2006)
or optically thin material seen in absorption (Gierliński & Done
2004). This soft-excess shows long-term variability (see Boller
et al. 1996, and references therein).

4.2. Power spectrum estimation

The PSD gives the distribution of variability power (amplitude
squared) as a function of the temporal frequency. The standard
method for estimating the PSD is by calculating the periodogram
(Priestley 1981; Percival & Walden 1993; Vaughan et al. 2003a).
Figure 1 shows the periodogram for Mrk 335. All the peri-
odograms of the sample are shown in the electronic edition of
the paper. We use the “(rms/mean)2” normalisation throughout
(see Vaughan et al. 2003a, and references therein).

The periodogram data were fitted using the maximum likeli-
hood method discussed in Vaughan (2010, hereinafter V10) and
Barret & Vaughan (2012). For a given parametric model P(ν; θ),
the best-fitting model parameters, θ, were found by maximizing
the likelihood function, which in practice was done by minimiz-
ing the following fit statistic

S = 2
N/2∑

j=1

{
I j

P j
+ log P j

}
. (1)

This is (twice) the minus log-likelihood, where I j and P j are the
observed periodogram and the model spectral density at Fourier
frequency ν j, respectively. Confidence intervals on each model
parameter were estimated by finding the set of parameter values
for which ∆S = S(θ) − Smin ≤ 1.0, this corresponds to 68.3%
intervals (this closely parallels the ∆C method discussed by Cash
1979). See also Vaughan et al. (2005).

Following the previous work on the PSDs of AGN we used
two models:

– Model A: simple power law plus constant (denoted H0
by V10).

P(ν) = Nν−α +C. (2)

The model has three parameters: N, the power law normal-
ization; α, the spectral index; C, an additive constant to ac-
count for Poisson noise.

– Model B: a bending power law plus constant (denoted H1
by V10).

P(ν) = Nν−1

⎛
⎜⎜⎜⎜⎜⎝1 +
{
ν

νb

}α−1⎞⎟⎟⎟⎟⎟⎠
−1

+C. (3)

The free parameters for this model are: the normalization N,
the spectral index above the bend α, the bend frequency νb,
and the constant C.

These XMM-Newton data are relatively insensitive to the ex-
act low frequency index, and we assume the typical value of 1
found from long-term X-ray monitoring studies (e.g. Uttley
et al. 2002; Markowitz et al. 2003; McHardy et al. 2004, 2006).
The lowest frequencies available with these XMM-Newton data
are ∼0.7−2.5× 10−5 Hz (set by the minimum and maximum du-
ration of continuous observations, 40 and ∼130 ks respectively).
The typical high frequency bend for a low mass Seyfert galaxy
occurs at around νb ∼ few 10−4 Hz, which implies only ∼10−40
Fourier frequencies below νb, usually insufficient to obtain a pre-
cisely constrained power law index.

Temporally close observations of the same objects were an-
alyzed together to better constrain the final parameters (the peri-
odograms were fitted simultaneously with all parameters except
C tried between the datasets). Note that we consider as tempo-
rally close observations those coming from the same observing
run according to the first 6 digits of the ObsID. The resulting
parameters are shown in Tables 2 and 3.

The likelihood ratio test (LRT) was used to select between
the two models. The simpler model (A) is preferred in the ab-
sence of a strong preference for the more complex model (B).
For reasons explained by Protassov et al. (2002) and Freeman
et al. (1999) the LRT is not well calibrated when when the null
values of the additional parameter of the more complex model
are not well defined, as is the case here (e.g. the null value for the
bend frequency in Model B is not well defined in this sense). An
accurate calibration of this test using posterior predictive checks
can be computationally expensive (see V10), so in this case we
used the standard LRT with a p < 0.01 significance threshold
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Table 1. Main properties of the AGN sample

Objname Type log(MBH) Nobs Expos. count-rate bin log(Lbol) log(NH) log(⌫Break) NBreak/NNH

(ksec) (counts/s) (s)

MRK 335 NLSy1 7.23 ± 0.041(R) 4 389 0.96 50 [43.7, 44.8] [20.8, 21.9] [�3.9,�2.6] 116/8

ESO 113-G010 Sy1 1 93 0.34 100 [43.4, 43.6] 21.5 [�3.7,�2.9] 42/1

Fairall 9 Sy1 8.3 ± 0.11(R) 5 332 1.45 50 [44.7, 45.1] 21.1 �3.6 1/0

PKS 0558-504 NLSy1 8.48 ± 0.052(RP ) 5 564 1.11 50 [45.7, 46.4] [20.9, 21.4] [�4.0,�2.8] 69/0

1H 0707-495 NLSy1 6.3 ± 0.53(L) 14 1095 0.12 200 [42.7, 43.8] [21.1, 22.2] [�3.5,�2.7] 58/4

ESO 434-G40 Sy1 7.57 ± 0.254(S) 5 382 7.62 50 [44.0, 44.3] [21.8, 22.2] [�4.1,�2.9] 232/232

NGC 3227 Sy1 6.8 ± 0.11(R) 2 124 2.02 50 [42.4, 43.0] [20.7, 22.6] [�3.6,�2.5] 46/43

REJ 1034+396 NLSy1 6.6 ± 0.35(L) 7 277 0.12 200 [43.3, 43.8] [21.4, 21.9] [�3.5,�2.9] 4/0

NGC 3516 Sy1 7.40 ± 0.051(R) 6 440 2.77 50 [43.6, 44.3] [20.6, 21.9] [�4.5,�2.8] 47/37

NGC 3783 Sy1 7.37 ± 0.081(R) 3 223 3.81 50 [43.9, 44.2] [20.6, 21.5] [�4.4,�3.4] 28/5

NGC 4051 NLSy1 6.1 ± 0.11(R) 13 435 1.12 50 [41.8, 42.7] [20.9, 22.1] [�3.6,�2.2] 63/12

NGC 4151 Sy1 7.55 ± 0.051(R) 13 440 3.73 50 [42.7, 43.5] [22.2, 23.1] [�4.0,�2.9 9/9

MRK 766 NLSy1 6.2 ± 0.36(R) 9 596 1.21 50 [43.1, 43.9] [20.9, 21.9] [�3.7,�2.4] 257/44

NGC 4395 Sy1 5.4 ± 0.17(R) 3 175 0.38 100 [40.9, 41.1] [21.0, 22.8] [�3.2,�2.4] 70/53

MCG-06-30-15 NLSy1 6.3 ± 0.45(L) 7 563 3.06 50 [43.2, 43.9] [20.5, 21.7] [�3.7,�2.6] 336/81

IC 4329A Sy1 8.3 ± 0.58(S) 1 125 7.41 50 [44.6, 44.7] [20.5, 21.4] [�4.4,�3.0] 51/48

Circinus Sy2 6.04 ± 0.089(M) 4 190 0.57 50 [41.3, 41.4] [21.4, 22.0] [�4.2,�4.2] 11/0

NGC 5506 NLSy1 8.1 ± 0.210(R) 3 276 5.87 50 [43.4, 43.9] [22.4, 22.6] [�3.9,�2.8] 110/110

NGC 5548 Sy1 7.72 ± 0.021(R) 8 349 2.10 50 [44.3, 44.8] [20.8, 22.3] [�4.2,�2.9] 17/4

NGC 6860 Sy1 7.6 ± 0.511(L) 1 88 2.12 50 [43.8, 44.0] [20.8, 22.0] [�4.0,�3.7] 48/48

ARK 564 NLSy1 6.3 ± 0.512(S) 9 494 1.78 50 [44.0, 44.7] 21.1 [�3.1,�2.2] 398/1

NGC 7469 Sy1 6.96 ± 0.051(R) 9 719 2.31 50 [43.8, 44.1] [20.7, 21.3] [�4.1,�2.7] 50/0

Note—Type: AGN classification (NLSy1 – Narrow-line Seyfert 1; Sy1 – Seyfert 1; Sy2 – Seyfert 2); Nobs: number of exposures;

Expos.: total net exposure time per object; count� rate: average count-rate per source; bin : selected bin to extract light-

curves (depending on the average count-rate, see text); log(Lbol): minimum and maximum bolometric luminosity (in erg/s)

obtained from the X-ray luminosity (see text) in logarithmic scale; log(NH): minimum and maximum hydrogen column density

in logarithm scale; log(⌫Break): minimum and maximum PSD break frequency in logarithmic scale; NBreak: number of detected

PSD break frequencies; and NNH
: number of detected absorptions among the detected PSD break frequencies. BH mass

estimates from: (1) Zu et al. (2011); (2) Gliozzi et al. (2010); (3) Bian & Zhao (2003); (4) Peng et al. (2006); (5) Zhou et al.

(2010); (6) Bentz et al. (2009); (7) Peterson et al. (2005); (8) Markowitz (2009); (9) Graham (2008); (10) Du et al. (2015); (11)

Wang & Zhang (2007); (12) Zhang & Wang (2006).

Table 1) and more than three orders in BH masses
(MBH ' 2⇥ 105 � 3⇥ 108M�). We have collected al-
most 100 days of XMM -Newton observations for the
entire sample.

3. DATA PROCESSING AND ANALYSIS

We use data from the EPIC pn camera (Strüder et
al. 2001) of XMM -Newton. We did not include data
from MOS camera to avoid cross-calibration issues that
might introduce unknown uncertainties on the timing
and spectral analysis. These objects are quite bright
in X-rays so the EPIC pn camera alone is enough to
have high sensitivity spectra and light-curves. The data
were reduced with SAS v15.0.0, using the most up-dated
calibration files available (at April 2017).
Nuclear positions were retrieved from NED. We used

circular regions with 25 arcsec radii (500 pixels) to ex-
tract spectra and light-curves of the targets. This cir-

cular region encircles 80% (85%) of the PSF at 1.5 keV
(9.0 keV) for an on-axis source with the EPIC pn in-
strument. The background events were selected from
a source-free circular region on the same CCD as the
source. We selected only single and double pixel events
(i.e. PATTERN==0-4). Bad pixels and events too close
to the edges of the CCD chip were rejected (using the
standard FLAG==0 inclusion criterion).
Background flares could dominate the observation.

We built an event list of high background to take them
into account in our analysis. For this purpose, we ex-
tracted a light-curve of the background of the observa-
tions (i.e. masking any source in the event file) with
energies above 10 keV. We selected those periods with a
background light-curve exceeding three times the stan-
dard deviation over the mean. We recorded them in an
event file to debug our final light-curves. Hereinafter we

22 AGN: BLS1 and NLS1
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log(νbreak) = A log MBH + B log Lbol + C

O. González-Martín and S. Vaughan: X-ray variability of 104 active galactic nuclei

Fig. 5. Observed bend timescale versus the BH mass. The continuous
line is the best-fitting following Eq. (4). The dashed lines illustrate the
±1 dex region around this model. Circles represent NLSy1s, squares
represent Type-1 Seyferts, and the small green star is the Type-2 Seyfert.
The open symbols are data-points reported in the literature and filled
symbols are the data-points reported here. The Cygnus X-1 data are
shown as a red big star. A dotted line is used to link multiple frequency
bends for the same object.

In order to test how well these scaling relations work over
the full range of black hole masses we also show representa-
tives values for the BH-XRB Cygnus X-1 (red star in the fig-
ures)9. The Cygnus X-1 points were not included in the fitting,
yet are clearly consistent with an extrapolation to much lower
MBH, strongly supporting the reliability of such relations over
the full range of MBH. Indeed, fitting the two models including
the Cygnus X-1 data resulted in parameter estimates consistent
with those given above.

The main difference compared with the results obtained by
McHardy et al. (2006) is a weak dependence of Tb on Lbol
in the present analysis. This remains the case when the fit-
ting is repeated with or without the Cygnus X-1 data (B =
−0.27 ± 0.27), using a lower mass estimate for NGC 439510,
or using a weighted least squares regression (i.e. making use
of the confidence intervals on Tb). However, if we use smaller
black-hole masses for NGC 4395 ((log (MBH) = 4.5, see
Vaughan et al. 2005; Uttley & McHardy 2005) and NGC 5506

9 We used the black hole mass of MBH = 15 ± 1 M⊙ recently presented
by Orosz et al. (2011). For the bolometric luminosity and characteristic
time scale we took the average of several estimates of the PSD bend
frequency from Axelsson et al. (2006) and bolometric flux from Wilms
et al. (2006) (using the data from their Model 5, Table 1 – see McHardy
et al. (2006) for justification of this choice of model). The observations
were chosen to be those with simultaneous bend frequency and bolo-
metric flux estimates. The luminosity Lbol was derived assuming a dis-
tance of D = 1.86 ± 0.12 kpc (Reid et al. 2011). The final bolometric
luminosity and frequency bend are Lbol = 2.26 ± 0.73 × 1037 erg s−1

and νb = 13.2 ± 6.0 Hz, respectively.
10 NGC 4395 is the object in our sample with the most “leverage” on
the regression model. It could have a lower black hole mass as discussed
by Vaughan et al. (2005) and Uttley & McHardy (2005) than the rever-
beration mapping mass of Peterson et al. (2005).

Fig. 6. Observed bend timescale against the predicted value based on the
best-fitting model following Eq. (5). Symbols are the same as explained
in Fig. 5.

Fig. 7. Ratio between the observed and predicted Tb values against
Eddington rate (Lbol/LEdd) using Eq. (4) (top) and Eq. (5) (bottom). The
continuous line shown in the top panel corresponds to the linear fit of
the data. Symbols are the same as explained in Fig. 5.

(log (MBH) = 6.5, see McHardy et al. 2006), and NGC 6860 is
removed11, the dependence with the Lbol found by McHardy
et al. (2006) is recovered (B = −0.70 ± 0.30, p = 0.01). Thus,
this weak dependence on Lbol could be due to either the fact that
our sample is more complete sample (more objects and new esti-
mates from the old bends) or due to uncertainties on the BH mass
and/or Lbol estimates. A bigger sample with better estimates on
the BH mass and Lbol is need to check the dependence on Lbol.

11 We tried to remove NGC 6860 because it is one of the drop-outs in
our correlation.

A80, page 7 of 57

FAILURE 2 :

!9

Omaira González-Martín, IRyA (Bologna, 2019)



Hypothesis 

B H  M A S S  
I S  Q U I T E  S TA B L E

B O L O M E T R I C  
L U M I N O S I T Y  
I S  VA R I A B L E

(few Msolar/year)
(up to 200% variations  

within days)

W E  M I S S E D  T H E  B O L O M E T R I C  L U M I N O S I T Y  
V E R S U S  B R E A K  R E L AT I O N  B E C A U S E  

L U M I N O S I T Y  VA R I AT I O N S  

Consequence
P S D  B R E A K  S H O U L D  B E  VA R I A B L E  W I T H I N  

D AY S !

Fact

!10

Omaira González-Martín, IRyA (Bologna, 2019)



Cutting light-curves into pieces…

Gonzalez-Martin 2018

22 objects 
>100 days of observations 

>2000 breaks
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Indeed PSD frequency break varies! 

Gonzalez-Martin 2018
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Table 2. Variability plane results

Model Nseg Av. A B C D/D? E r �2/dof ftest

(log(MBH)) (log(Lbol)) (�) (log(NH)/�(NH))

Alog(MBH) + E 2021 o -0.409 ± 0.005 . . . . . . . . . -0.65 ± 0.04 0.67 7434.1/18

⌫ -0.81 ± 0.01 . . . . . . . . . 2.26 ± 0.09 0.87 250.8/14

2009 o -0.408 ± 0.005 . . . . . . . . . -0.65 ± 0.04 0.67 7438.5/18

⌫ -0.81 ± 0.01 . . . . . . . . . 2.26 ± 0.09 0.88 293.3/14

739 o -0.396 ± 0.006 . . . . . . . . . -0.59 ± 0.04 0.78 265.8/13

⌫ -0.595 ± 0.005 . . . . . . . . . 0.75 ± 0.04 0.97 78.7/13

Alog(MBH) + Blog(Lbol) + E 2009 o -0.610 ± 0.008 0.193 ± 0.005 . . . . . . -7.6 ± 0.2 0.73 4311.3/17 0.003

⌫ -0.84 ± 0.02 0.07 ± 0.03 . . . . . . -0.9 ± 1.5 0.88 11.9/13 X
739 o -0.41 ± 0.01 0.019 ± 0.009 . . . . . . -1.3 ± 0.3 0.78 231.5/12 0.2

⌫ -0.63 ± 0.02 0.03 ± 0.02 . . . . . . -0.3 ± 0.5 0.97 39.8/12 0.005

Alog(MBH) + C� + E 2009 o -0.430 ± 0.005 . . . 0.297 ± 0.009 . . . -0.99 ± 0.04 0.74 3422.4/17 0.0003

⌫ -0.48 ± 0.04 . . . 1.3 ± 0.1 . . . -2.5 ± 0.5 0.92 25.2/13 X
739 o -0.401 ± 0.005 . . . -0.11 ± 0.01 . . . -0.37 ± 0.04 0.79 144.0/12 0.008

⌫ -0.60 ± 0.01 . . . 0.03 ± 0.04 . . . 0.74 ± 0.04 0.97 27.2/12 0.0005

Alog(MBH) + Dlog(NH) + E 739 o -0.410 ± 0.006 . . . . . . 0.13 ± 0.01 -3.3 ± 0.2 0.89 56.5/12 X
⌫ -0.589 ± 0.005 . . . . . . 0.10 ± 0.01 -1.5 ± 0.3 0.97 6.6/12 X

Alog(MBH) + D?�(NH) + E 739 o -0.30 ± 0.01 . . . . . . 0.9 ± 0.1 -1.4 ± 0.1 0.89 66.0/12 X
⌫ -0.549 ± 0.009 . . . . . . 0.56 ± 0.06 0.19 ± 0.08 0.98 3.7/12 X

Segments without absorption

Alog(MBH) + E 1270 ⌫ -1.03 ± 0.03 . . . . . . . . . 3.5 ± 0.2 0.84 851.2/14

Alog(MBH) + Blog(Lbol) + E 1270 ⌫ -1.39 ± 0.05 0.82 ± 0.08 . . . . . . -30.0 ± 3.5 0.92 69.5/13 X
Alog(MBH) + C� + E 1270 ⌫ -0.70 ± 0.03 . . . 1.22 ± 0.05 . . . -1.07 ± 0.27 0.95 79.3/13 X

Objects without absorption variations

Alog(MBH) + E 1423 ⌫ -0.270 ± 0.006 . . . . . . . . . -1.47 ± 0.04 0.46 15696.3/13

Alog(MBH) + Blog(Lbol) + E 1423 ⌫ -0.84 ± 0.02 0.57 ± 0.01 . . . . . . -22.7 ± 0.4 0.89 329.6/12 X
Alog(MBH) + C� + E 1423 ⌫ -0.287 ± 0.006 . . . 0.894 ± 0.009 . . . -3.18 ± 0.04 0.86 582.2/12 X

Note— Col. 1 shows the baseline model used; Col. 2 gives the number of segments involved for each fit (it depends on the

availability of MBH, Lbol, �, NH values for the detected PSD frequency breaks, see text); Col. 3 shows if the results are obtained

by averaging per object (denoted as ‘o’) or by intervals of break frequencies (denoted as ‘⌫’); Cols. 4-8 give the parameters of the

fit; Cols. 9 and 10 shows the resulting correlation coe�cient and the �2 statistic over the degree of freedom (dof), respectively;

and Col. 11 shows the resulting f-test statistic. Note that ‘X’ is shown when f-test probability is below 10�4. Col. 7 shows the

results for both D and D? corresponding to Eqs. 7 and 8, respectively. We repeated the analysis (below double lines) using

only segments without absorption and objects without recording absorption variations to try to recover any dependency of the

break frequency on the bolometric luminosity or the spectral index (see text).

(Vaughan et al. 2005A). However, other slopes before
the break are expected by analogy with BH-XRBs (e.g.
McHardy et al. 2003). Although we do not report it
here, we repeated the analysis with a set of slopes be-
fore the break frequency. Interestingly, almost flat slopes
might be relevant for a sizable amount of the segments
in our sample which are not temporary coincident with
the break frequencies found for ↵1 = 1. For some of
them, low and high frequency breaks have been found si-
multaneously. Indeed, among the objects in our sample

ARK564 is known to show this behavior (Papadakis et
al. 2007; McHardy et al. 2007). We are working in a sec-
ond publication to investigate these results (Gonzalez-
Martin in prep.). However, since this is out of the
scope of this paper, we chose for this study all the fre-
quency breaks detected with ↵1 = 1 because it provides
the maximum number of detected frequency breaks.
We used the likelihood ratio test to determine when

the bending, power-law model is preferred against the
single, power-law model with a significance threshold of

Tested models

Gonzalez-Martin 2018
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Table 2. Variability plane results

Model Nseg Av. A B C D/D? E r �2/dof ftest

(log(MBH)) (log(Lbol)) (�) (log(NH)/�(NH))

Alog(MBH) + E 2021 o -0.409 ± 0.005 . . . . . . . . . -0.65 ± 0.04 0.67 7434.1/18

⌫ -0.81 ± 0.01 . . . . . . . . . 2.26 ± 0.09 0.87 250.8/14

2009 o -0.408 ± 0.005 . . . . . . . . . -0.65 ± 0.04 0.67 7438.5/18

⌫ -0.81 ± 0.01 . . . . . . . . . 2.26 ± 0.09 0.88 293.3/14

739 o -0.396 ± 0.006 . . . . . . . . . -0.59 ± 0.04 0.78 265.8/13

⌫ -0.595 ± 0.005 . . . . . . . . . 0.75 ± 0.04 0.97 78.7/13

Alog(MBH) + Blog(Lbol) + E 2009 o -0.610 ± 0.008 0.193 ± 0.005 . . . . . . -7.6 ± 0.2 0.73 4311.3/17 0.003

⌫ -0.84 ± 0.02 0.07 ± 0.03 . . . . . . -0.9 ± 1.5 0.88 11.9/13 X
739 o -0.41 ± 0.01 0.019 ± 0.009 . . . . . . -1.3 ± 0.3 0.78 231.5/12 0.2

⌫ -0.63 ± 0.02 0.03 ± 0.02 . . . . . . -0.3 ± 0.5 0.97 39.8/12 0.005

Alog(MBH) + C� + E 2009 o -0.430 ± 0.005 . . . 0.297 ± 0.009 . . . -0.99 ± 0.04 0.74 3422.4/17 0.0003

⌫ -0.48 ± 0.04 . . . 1.3 ± 0.1 . . . -2.5 ± 0.5 0.92 25.2/13 X
739 o -0.401 ± 0.005 . . . -0.11 ± 0.01 . . . -0.37 ± 0.04 0.79 144.0/12 0.008

⌫ -0.60 ± 0.01 . . . 0.03 ± 0.04 . . . 0.74 ± 0.04 0.97 27.2/12 0.0005

Alog(MBH) + Dlog(NH) + E 739 o -0.410 ± 0.006 . . . . . . 0.13 ± 0.01 -3.3 ± 0.2 0.89 56.5/12 X
⌫ -0.589 ± 0.005 . . . . . . 0.10 ± 0.01 -1.5 ± 0.3 0.97 6.6/12 X

Alog(MBH) + D?�(NH) + E 739 o -0.30 ± 0.01 . . . . . . 0.9 ± 0.1 -1.4 ± 0.1 0.89 66.0/12 X
⌫ -0.549 ± 0.009 . . . . . . 0.56 ± 0.06 0.19 ± 0.08 0.98 3.7/12 X

Segments without absorption

Alog(MBH) + E 1270 ⌫ -1.03 ± 0.03 . . . . . . . . . 3.5 ± 0.2 0.84 851.2/14

Alog(MBH) + Blog(Lbol) + E 1270 ⌫ -1.39 ± 0.05 0.82 ± 0.08 . . . . . . -30.0 ± 3.5 0.92 69.5/13 X
Alog(MBH) + C� + E 1270 ⌫ -0.70 ± 0.03 . . . 1.22 ± 0.05 . . . -1.07 ± 0.27 0.95 79.3/13 X

Objects without absorption variations

Alog(MBH) + E 1423 ⌫ -0.270 ± 0.006 . . . . . . . . . -1.47 ± 0.04 0.46 15696.3/13

Alog(MBH) + Blog(Lbol) + E 1423 ⌫ -0.84 ± 0.02 0.57 ± 0.01 . . . . . . -22.7 ± 0.4 0.89 329.6/12 X
Alog(MBH) + C� + E 1423 ⌫ -0.287 ± 0.006 . . . 0.894 ± 0.009 . . . -3.18 ± 0.04 0.86 582.2/12 X

Note— Col. 1 shows the baseline model used; Col. 2 gives the number of segments involved for each fit (it depends on the

availability of MBH, Lbol, �, NH values for the detected PSD frequency breaks, see text); Col. 3 shows if the results are obtained

by averaging per object (denoted as ‘o’) or by intervals of break frequencies (denoted as ‘⌫’); Cols. 4-8 give the parameters of the

fit; Cols. 9 and 10 shows the resulting correlation coe�cient and the �2 statistic over the degree of freedom (dof), respectively;

and Col. 11 shows the resulting f-test statistic. Note that ‘X’ is shown when f-test probability is below 10�4. Col. 7 shows the

results for both D and D? corresponding to Eqs. 7 and 8, respectively. We repeated the analysis (below double lines) using

only segments without absorption and objects without recording absorption variations to try to recover any dependency of the

break frequency on the bolometric luminosity or the spectral index (see text).

(Vaughan et al. 2005A). However, other slopes before
the break are expected by analogy with BH-XRBs (e.g.
McHardy et al. 2003). Although we do not report it
here, we repeated the analysis with a set of slopes be-
fore the break frequency. Interestingly, almost flat slopes
might be relevant for a sizable amount of the segments
in our sample which are not temporary coincident with
the break frequencies found for ↵1 = 1. For some of
them, low and high frequency breaks have been found si-
multaneously. Indeed, among the objects in our sample

ARK564 is known to show this behavior (Papadakis et
al. 2007; McHardy et al. 2007). We are working in a sec-
ond publication to investigate these results (Gonzalez-
Martin in prep.). However, since this is out of the
scope of this paper, we chose for this study all the fre-
quency breaks detected with ↵1 = 1 because it provides
the maximum number of detected frequency breaks.
We used the likelihood ratio test to determine when

the bending, power-law model is preferred against the
single, power-law model with a significance threshold of
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X-ray variability plane of AGN 5

Table 2. Variability plane results

Model Nseg Av. A B C D/D? E r �2/dof ftest

(log(MBH)) (log(Lbol)) (�) (log(NH)/�(NH))

Alog(MBH) + E 2021 o -0.409 ± 0.005 . . . . . . . . . -0.65 ± 0.04 0.67 7434.1/18

⌫ -0.81 ± 0.01 . . . . . . . . . 2.26 ± 0.09 0.87 250.8/14

2009 o -0.408 ± 0.005 . . . . . . . . . -0.65 ± 0.04 0.67 7438.5/18

⌫ -0.81 ± 0.01 . . . . . . . . . 2.26 ± 0.09 0.88 293.3/14

739 o -0.396 ± 0.006 . . . . . . . . . -0.59 ± 0.04 0.78 265.8/13

⌫ -0.595 ± 0.005 . . . . . . . . . 0.75 ± 0.04 0.97 78.7/13

Alog(MBH) + Blog(Lbol) + E 2009 o -0.610 ± 0.008 0.193 ± 0.005 . . . . . . -7.6 ± 0.2 0.73 4311.3/17 0.003

⌫ -0.84 ± 0.02 0.07 ± 0.03 . . . . . . -0.9 ± 1.5 0.88 11.9/13 X
739 o -0.41 ± 0.01 0.019 ± 0.009 . . . . . . -1.3 ± 0.3 0.78 231.5/12 0.2

⌫ -0.63 ± 0.02 0.03 ± 0.02 . . . . . . -0.3 ± 0.5 0.97 39.8/12 0.005

Alog(MBH) + C� + E 2009 o -0.430 ± 0.005 . . . 0.297 ± 0.009 . . . -0.99 ± 0.04 0.74 3422.4/17 0.0003

⌫ -0.48 ± 0.04 . . . 1.3 ± 0.1 . . . -2.5 ± 0.5 0.92 25.2/13 X
739 o -0.401 ± 0.005 . . . -0.11 ± 0.01 . . . -0.37 ± 0.04 0.79 144.0/12 0.008

⌫ -0.60 ± 0.01 . . . 0.03 ± 0.04 . . . 0.74 ± 0.04 0.97 27.2/12 0.0005

Alog(MBH) + Dlog(NH) + E 739 o -0.410 ± 0.006 . . . . . . 0.13 ± 0.01 -3.3 ± 0.2 0.89 56.5/12 X
⌫ -0.589 ± 0.005 . . . . . . 0.10 ± 0.01 -1.5 ± 0.3 0.97 6.6/12 X

Alog(MBH) + D?�(NH) + E 739 o -0.30 ± 0.01 . . . . . . 0.9 ± 0.1 -1.4 ± 0.1 0.89 66.0/12 X
⌫ -0.549 ± 0.009 . . . . . . 0.56 ± 0.06 0.19 ± 0.08 0.98 3.7/12 X

Segments without absorption

Alog(MBH) + E 1270 ⌫ -1.03 ± 0.03 . . . . . . . . . 3.5 ± 0.2 0.84 851.2/14

Alog(MBH) + Blog(Lbol) + E 1270 ⌫ -1.39 ± 0.05 0.82 ± 0.08 . . . . . . -30.0 ± 3.5 0.92 69.5/13 X
Alog(MBH) + C� + E 1270 ⌫ -0.70 ± 0.03 . . . 1.22 ± 0.05 . . . -1.07 ± 0.27 0.95 79.3/13 X

Objects without absorption variations

Alog(MBH) + E 1423 ⌫ -0.270 ± 0.006 . . . . . . . . . -1.47 ± 0.04 0.46 15696.3/13

Alog(MBH) + Blog(Lbol) + E 1423 ⌫ -0.84 ± 0.02 0.57 ± 0.01 . . . . . . -22.7 ± 0.4 0.89 329.6/12 X
Alog(MBH) + C� + E 1423 ⌫ -0.287 ± 0.006 . . . 0.894 ± 0.009 . . . -3.18 ± 0.04 0.86 582.2/12 X

Note— Col. 1 shows the baseline model used; Col. 2 gives the number of segments involved for each fit (it depends on the

availability of MBH, Lbol, �, NH values for the detected PSD frequency breaks, see text); Col. 3 shows if the results are obtained

by averaging per object (denoted as ‘o’) or by intervals of break frequencies (denoted as ‘⌫’); Cols. 4-8 give the parameters of the

fit; Cols. 9 and 10 shows the resulting correlation coe�cient and the �2 statistic over the degree of freedom (dof), respectively;

and Col. 11 shows the resulting f-test statistic. Note that ‘X’ is shown when f-test probability is below 10�4. Col. 7 shows the

results for both D and D? corresponding to Eqs. 7 and 8, respectively. We repeated the analysis (below double lines) using

only segments without absorption and objects without recording absorption variations to try to recover any dependency of the

break frequency on the bolometric luminosity or the spectral index (see text).

(Vaughan et al. 2005A). However, other slopes before
the break are expected by analogy with BH-XRBs (e.g.
McHardy et al. 2003). Although we do not report it
here, we repeated the analysis with a set of slopes be-
fore the break frequency. Interestingly, almost flat slopes
might be relevant for a sizable amount of the segments
in our sample which are not temporary coincident with
the break frequencies found for ↵1 = 1. For some of
them, low and high frequency breaks have been found si-
multaneously. Indeed, among the objects in our sample

ARK564 is known to show this behavior (Papadakis et
al. 2007; McHardy et al. 2007). We are working in a sec-
ond publication to investigate these results (Gonzalez-
Martin in prep.). However, since this is out of the
scope of this paper, we chose for this study all the fre-
quency breaks detected with ↵1 = 1 because it provides
the maximum number of detected frequency breaks.
We used the likelihood ratio test to determine when

the bending, power-law model is preferred against the
single, power-law model with a significance threshold of
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X-ray variability plane of AGN 5

Table 2. Variability plane results

Model Nseg Av. A B C D/D? E r �2/dof ftest

(log(MBH)) (log(Lbol)) (�) (log(NH)/�(NH))

Alog(MBH) + E 2021 o -0.409 ± 0.005 . . . . . . . . . -0.65 ± 0.04 0.67 7434.1/18

⌫ -0.81 ± 0.01 . . . . . . . . . 2.26 ± 0.09 0.87 250.8/14

2009 o -0.408 ± 0.005 . . . . . . . . . -0.65 ± 0.04 0.67 7438.5/18

⌫ -0.81 ± 0.01 . . . . . . . . . 2.26 ± 0.09 0.88 293.3/14

739 o -0.396 ± 0.006 . . . . . . . . . -0.59 ± 0.04 0.78 265.8/13

⌫ -0.595 ± 0.005 . . . . . . . . . 0.75 ± 0.04 0.97 78.7/13

Alog(MBH) + Blog(Lbol) + E 2009 o -0.610 ± 0.008 0.193 ± 0.005 . . . . . . -7.6 ± 0.2 0.73 4311.3/17 0.003

⌫ -0.84 ± 0.02 0.07 ± 0.03 . . . . . . -0.9 ± 1.5 0.88 11.9/13 X
739 o -0.41 ± 0.01 0.019 ± 0.009 . . . . . . -1.3 ± 0.3 0.78 231.5/12 0.2

⌫ -0.63 ± 0.02 0.03 ± 0.02 . . . . . . -0.3 ± 0.5 0.97 39.8/12 0.005

Alog(MBH) + C� + E 2009 o -0.430 ± 0.005 . . . 0.297 ± 0.009 . . . -0.99 ± 0.04 0.74 3422.4/17 0.0003

⌫ -0.48 ± 0.04 . . . 1.3 ± 0.1 . . . -2.5 ± 0.5 0.92 25.2/13 X
739 o -0.401 ± 0.005 . . . -0.11 ± 0.01 . . . -0.37 ± 0.04 0.79 144.0/12 0.008

⌫ -0.60 ± 0.01 . . . 0.03 ± 0.04 . . . 0.74 ± 0.04 0.97 27.2/12 0.0005

Alog(MBH) + Dlog(NH) + E 739 o -0.410 ± 0.006 . . . . . . 0.13 ± 0.01 -3.3 ± 0.2 0.89 56.5/12 X
⌫ -0.589 ± 0.005 . . . . . . 0.10 ± 0.01 -1.5 ± 0.3 0.97 6.6/12 X

Alog(MBH) + D?�(NH) + E 739 o -0.30 ± 0.01 . . . . . . 0.9 ± 0.1 -1.4 ± 0.1 0.89 66.0/12 X
⌫ -0.549 ± 0.009 . . . . . . 0.56 ± 0.06 0.19 ± 0.08 0.98 3.7/12 X

Segments without absorption

Alog(MBH) + E 1270 ⌫ -1.03 ± 0.03 . . . . . . . . . 3.5 ± 0.2 0.84 851.2/14

Alog(MBH) + Blog(Lbol) + E 1270 ⌫ -1.39 ± 0.05 0.82 ± 0.08 . . . . . . -30.0 ± 3.5 0.92 69.5/13 X
Alog(MBH) + C� + E 1270 ⌫ -0.70 ± 0.03 . . . 1.22 ± 0.05 . . . -1.07 ± 0.27 0.95 79.3/13 X

Objects without absorption variations

Alog(MBH) + E 1423 ⌫ -0.270 ± 0.006 . . . . . . . . . -1.47 ± 0.04 0.46 15696.3/13

Alog(MBH) + Blog(Lbol) + E 1423 ⌫ -0.84 ± 0.02 0.57 ± 0.01 . . . . . . -22.7 ± 0.4 0.89 329.6/12 X
Alog(MBH) + C� + E 1423 ⌫ -0.287 ± 0.006 . . . 0.894 ± 0.009 . . . -3.18 ± 0.04 0.86 582.2/12 X

Note— Col. 1 shows the baseline model used; Col. 2 gives the number of segments involved for each fit (it depends on the

availability of MBH, Lbol, �, NH values for the detected PSD frequency breaks, see text); Col. 3 shows if the results are obtained

by averaging per object (denoted as ‘o’) or by intervals of break frequencies (denoted as ‘⌫’); Cols. 4-8 give the parameters of the

fit; Cols. 9 and 10 shows the resulting correlation coe�cient and the �2 statistic over the degree of freedom (dof), respectively;

and Col. 11 shows the resulting f-test statistic. Note that ‘X’ is shown when f-test probability is below 10�4. Col. 7 shows the

results for both D and D? corresponding to Eqs. 7 and 8, respectively. We repeated the analysis (below double lines) using

only segments without absorption and objects without recording absorption variations to try to recover any dependency of the

break frequency on the bolometric luminosity or the spectral index (see text).

(Vaughan et al. 2005A). However, other slopes before
the break are expected by analogy with BH-XRBs (e.g.
McHardy et al. 2003). Although we do not report it
here, we repeated the analysis with a set of slopes be-
fore the break frequency. Interestingly, almost flat slopes
might be relevant for a sizable amount of the segments
in our sample which are not temporary coincident with
the break frequencies found for ↵1 = 1. For some of
them, low and high frequency breaks have been found si-
multaneously. Indeed, among the objects in our sample

ARK564 is known to show this behavior (Papadakis et
al. 2007; McHardy et al. 2007). We are working in a sec-
ond publication to investigate these results (Gonzalez-
Martin in prep.). However, since this is out of the
scope of this paper, we chose for this study all the fre-
quency breaks detected with ↵1 = 1 because it provides
the maximum number of detected frequency breaks.
We used the likelihood ratio test to determine when

the bending, power-law model is preferred against the
single, power-law model with a significance threshold of
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Figure 10. Left: the PSDs resulting from model C2 by setting four different values for the MBH mass and the best fits
to them. This panel shows that the shape of the PSD is insensitive to the MBH mass except that the location of the break
frequency decreases with increasing MBH mass. Right: the break timescale TLX

B as a function of the MBH mass M•. The green,
magenta, and yellow circles represent the results obtained from models C2, A1, and C1, respectively. The error bars associated
with each point represent the 1 − σ error of the best fit. For each model, we adopt various values for the mass of the central
MBH in the range from 106 to 2× 108M⊙. For each given MBH mass, the results obtained for those cases with three different
view angles, i.e., θLOS = 75

◦

, 60
◦

, and 45
◦

, are shown for each model. The blue dotted line, the red dash-dotted line, and
the cyan dashed line represent the observational fitting results given by Markowitz et al. (2003), McHardy et al. (2006), and
González-Mart́ın & Vaughan (2012), respectively. This figure shows that the absorption scenario for the AGN X-ray variations
naturally leads to a strong correlation between TLX

B and M•, which can be consistent with the relationship obtained from
observations. See Section 4.2.

portional to the Eddington luminosity and thus linearly
scales with the MBH mass. In reality, it is possible that
other parameters, e.g., the cloud radius Rc and the inner
boundary for the spatial distribution of eclipsing clouds
ac,min, are correlated with the Eddington ratio and con-
sequently the break timescale (or frequency) also de-
pends on the Eddington ratio. Since the relationships
between these parameters and the Eddington ratio are
not clear, a further exploration of the dependence of the
scaling relation on the Eddington ratios is beyond the
scope of the paper.

4.3. On the Amplitude of the Variation

The variation of the X-ray emission from an AGN can
be quantified by the normalized excess variance (NEV)

σ2
NEV,L =

N
∑

i=1

(LX(ti)− ⟨LX⟩)
2

N⟨LX⟩2
. (31)

If the variation of the X-ray emission of some AGNs is
mainly due to the absorption by eclipsing clouds as as-
sumed in this paper, the NEV (σNEV,L) for those models
listed in Table 1 can be obtained from our simulations.
Similarly, the NEV of the absorption column density

σNEV,NH
can be obtained by replacing LX(ti) and ⟨LX⟩

by NH(ti) and ⟨NH⟩ in Equation (31), respectively, and
NH(ti) are obtained from the mock observations at the
i-th time interval. The actual value of σ2

NEV,L depends
on the total observational time Ttot and the duration of
the observational time interval δt. If Ttot is not suffi-
ciently large, then those eclipses caused by clouds with
large ac cannot be fully counted, and if δt is too large,
then those eclipsing clouds with small ac are also not
fully counted.
We assume that the AGN X-ray variations for differ-

ent AGNs follow an intrinsic PSD with the following
universal double power-law form, i.e.,

P (ν) ≃

⎧

⎨

⎩

A
(

ν
νB

)γh

, when ν ≥ νB,

A
(

ν
νB

)γl

, when ν < νB
(32)

as a simplified form of Equation (29), where A is the
amplitude of the PSD at νB, γh < γl, and γh < −1. If
the frequency range limited by “observations” is from
νmin ∼ 1/Ttot to νmax ∼ 1/(2δt) (which is substantially
narrower than the range considered in the models), and
νmin ≪ νmax, then the NEV estimated from the obser-
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Sergeev et al. 1999; for the clumps in the dusty torus,
see Elitzur & Shlosman 2006; Nenkova et al. 2008), and
other effects, such as the radiation pressure, on the cloud
motion may be negligible. For simplicity, we assume
that all of those clouds and clumps are spherical and
are in Keplerian motion and on circular orbits around
the central MBH.1.
To describe the motion of each cloud and the spa-

tial distribution of those clouds as a population, we
use both an orthogonal coordinate system (x, y, z) and
a spherical coordinate system (r, θ,φ), with the origin
located at the central MBH. Here, r is the distance
to the central MBH, θ is the polar angle defined rela-
tive to the z-axis perpendicular to the accretion disk,
and φ is the azimuth angle (see Fig. 1). The spheri-
cal coordinate system is linked to the orthogonal one
by (x, y, z) = (r sin θ cosφ, r sin θ sinφ, r cos θ). We set
the distant observer to be on the yz plane with a direc-
tion of (θ,φ) = (θLOS,π/2), and the unit vector of this
direction is ℓ̂ = (0, sin θLOS, cos θLOS) in the (x, y, z) co-
ordinate system.
For a single cloud in a Keplerian motion, its orbit

is determined by a set of parameters X = (ac, θJ ,φJ ),
where ac are the semimajor axis of the orbit, and θJ and
φJ are the two angles defining the normal n̂J of the or-
bital plane with n̂J=(sin θJ cosφJ , sin θJ sinφJ , cos θJ ).
Given the initial position of a cloud, its position at any
given moment can be obtained with that set of parame-
ters. Each of those circular orbits can then be described
by the set of parameters, and the spatial distribution
of those clouds as a population can be described by a
PDF fX(X). Assuming that the system is axisymmetric
and the distribution of ac is independent of the distri-
bution of the normal of the orbital plane, the PDF can
be further reduced to fac

(ac)|fcos θJ (cos θJ) sin θJ |/(2π).

2.2. Eclipsing Events due to Individual Clouds

If a cloud crosses the LOS and is in front of the central
engine, then an eclipse occurs and the cloud partially or
completely blocks the X-ray emitting region. In the im-
age plane of the observer, the trajectory of any eclipsing
event can be described by the two parameters, i.e., the
impact parameter (b) and the eclipsing angle (Ω), as

1 Bradley & Puetter (1986) pointed out that the BLR clouds
may be on eccentric orbits as indicated by the non-Gaussian pro-
file of the emission lines. By alternatively assuming non-circular
orbits, we find no significant differences in the model results pre-
sented in this paper. The effects, if any, on our model results
due to the assumption on the eccentricities of those clouds can be
approximately compensated by setting a slightly different radial
distribution of the clouds.

Figure 2. Schematic diagram for an X-ray eclipsing event
by a cloud crossing the LOS. The absorption cloud may be
a cloud in the BLR region or a dusty clump, as shown in
Figure 1. The top row of this figure illustrates three phases
of the eclipse, i.e., the ingress phase (left), the greatest eclipse
phase (middle), and the egress phase (right). The observer
is located at the direction of pointing outward of the surface,
with the (x′, y′) coordinate system on the surface. The X-
ray emitting region is assumed to be spherical with a radius
size of RX. The transiting direction on the sky plane of
the observer is determined by the impact parameter b and
the direction angle Ω relative to a reference direction (e.g.,
the horizontal line). The intervening cloud that leads to the
eclipse is also assumed to be spherical with a radius size of
Rc. The duration of the eclipsing event is tE. The bottom
plot illustrates the variation of the X-ray flux due to the
eclipse.

shown in Figure 2. The eclipsing angle Ω is defined as
the angle between the motion direction of the cloud in
the image plane and a reference direction (the horizon-
tal line from left to right in Fig. 2, i.e., the direction
anti-parallel to the x-axis in Fig. 1), and it is given by

cosΩ=−v̂yz · êx = −[n̂J × (n̂J × êx)] · êx

=
cos θJ
| cos θJ |

√

1− sin2 θJ cos2 φJ , (1)

and
sinΩ = sin θJ cosφJ , (2)

where v̂yz is a unit vector with the same direction as
the velocity of a cloud when it crosses the yz plane, and
êx = (1, 0, 0) is a unit vector at the direction of the x-
axis. If φJ = π/2 and θJ ∈ [0,π/2), then Ω = 0; if
φJ = π/2 and θJ ∈ (π/2,π], then Ω = π. If θJ = π/2,
then Ω is either π/2− φJ or φJ − π/2.
The impact parameter b is defined by

b≡ac(n̂J · ℓ̂) = ac cosω

=ac(sin θJ sinφJ sin θLOS + cos θJ cos θLOS) (3)

for |b| ≪ ac or cosω ≪ 1, which is true for all of
the cases considered in this paper since the size of the
central X-ray source is much smaller than the semi-
major axes of the absorption clouds. The ω in Equa-
tion (3) is the angle between the normal of the orbital
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Summary
The variability plane is reinforced but the parameters involved 
are not. The new variability plane (~10-5 - 10-3 Hz range) is: 

X-ray variability plane of AGN 5

Table 2. Variability plane results

Model Nseg Av. A B C D/D? E r �2/dof ftest

(log(MBH)) (log(Lbol)) (�) (log(NH)/�(NH))

Alog(MBH) + E 2021 o -0.409 ± 0.005 . . . . . . . . . -0.65 ± 0.04 0.67 7434.1/18

⌫ -0.81 ± 0.01 . . . . . . . . . 2.26 ± 0.09 0.87 250.8/14

2009 o -0.408 ± 0.005 . . . . . . . . . -0.65 ± 0.04 0.67 7438.5/18

⌫ -0.81 ± 0.01 . . . . . . . . . 2.26 ± 0.09 0.88 293.3/14

739 o -0.396 ± 0.006 . . . . . . . . . -0.59 ± 0.04 0.78 265.8/13

⌫ -0.595 ± 0.005 . . . . . . . . . 0.75 ± 0.04 0.97 78.7/13

Alog(MBH) + Blog(Lbol) + E 2009 o -0.610 ± 0.008 0.193 ± 0.005 . . . . . . -7.6 ± 0.2 0.73 4311.3/17 0.003

⌫ -0.84 ± 0.02 0.07 ± 0.03 . . . . . . -0.9 ± 1.5 0.88 11.9/13 X
739 o -0.41 ± 0.01 0.019 ± 0.009 . . . . . . -1.3 ± 0.3 0.78 231.5/12 0.2

⌫ -0.63 ± 0.02 0.03 ± 0.02 . . . . . . -0.3 ± 0.5 0.97 39.8/12 0.005

Alog(MBH) + C� + E 2009 o -0.430 ± 0.005 . . . 0.297 ± 0.009 . . . -0.99 ± 0.04 0.74 3422.4/17 0.0003

⌫ -0.48 ± 0.04 . . . 1.3 ± 0.1 . . . -2.5 ± 0.5 0.92 25.2/13 X
739 o -0.401 ± 0.005 . . . -0.11 ± 0.01 . . . -0.37 ± 0.04 0.79 144.0/12 0.008

⌫ -0.60 ± 0.01 . . . 0.03 ± 0.04 . . . 0.74 ± 0.04 0.97 27.2/12 0.0005

Alog(MBH) + Dlog(NH) + E 739 o -0.410 ± 0.006 . . . . . . 0.13 ± 0.01 -3.3 ± 0.2 0.89 56.5/12 X
⌫ -0.589 ± 0.005 . . . . . . 0.10 ± 0.01 -1.5 ± 0.3 0.97 6.6/12 X

Alog(MBH) + D?�(NH) + E 739 o -0.30 ± 0.01 . . . . . . 0.9 ± 0.1 -1.4 ± 0.1 0.89 66.0/12 X
⌫ -0.549 ± 0.009 . . . . . . 0.56 ± 0.06 0.19 ± 0.08 0.98 3.7/12 X

Segments without absorption

Alog(MBH) + E 1270 ⌫ -1.03 ± 0.03 . . . . . . . . . 3.5 ± 0.2 0.84 851.2/14

Alog(MBH) + Blog(Lbol) + E 1270 ⌫ -1.39 ± 0.05 0.82 ± 0.08 . . . . . . -30.0 ± 3.5 0.92 69.5/13 X
Alog(MBH) + C� + E 1270 ⌫ -0.70 ± 0.03 . . . 1.22 ± 0.05 . . . -1.07 ± 0.27 0.95 79.3/13 X

Objects without absorption variations

Alog(MBH) + E 1423 ⌫ -0.270 ± 0.006 . . . . . . . . . -1.47 ± 0.04 0.46 15696.3/13

Alog(MBH) + Blog(Lbol) + E 1423 ⌫ -0.84 ± 0.02 0.57 ± 0.01 . . . . . . -22.7 ± 0.4 0.89 329.6/12 X
Alog(MBH) + C� + E 1423 ⌫ -0.287 ± 0.006 . . . 0.894 ± 0.009 . . . -3.18 ± 0.04 0.86 582.2/12 X

Note— Col. 1 shows the baseline model used; Col. 2 gives the number of segments involved for each fit (it depends on the

availability of MBH, Lbol, �, NH values for the detected PSD frequency breaks, see text); Col. 3 shows if the results are obtained

by averaging per object (denoted as ‘o’) or by intervals of break frequencies (denoted as ‘⌫’); Cols. 4-8 give the parameters of the

fit; Cols. 9 and 10 shows the resulting correlation coe�cient and the �2 statistic over the degree of freedom (dof), respectively;

and Col. 11 shows the resulting f-test statistic. Note that ‘X’ is shown when f-test probability is below 10�4. Col. 7 shows the

results for both D and D? corresponding to Eqs. 7 and 8, respectively. We repeated the analysis (below double lines) using

only segments without absorption and objects without recording absorption variations to try to recover any dependency of the

break frequency on the bolometric luminosity or the spectral index (see text).

(Vaughan et al. 2005A). However, other slopes before
the break are expected by analogy with BH-XRBs (e.g.
McHardy et al. 2003). Although we do not report it
here, we repeated the analysis with a set of slopes be-
fore the break frequency. Interestingly, almost flat slopes
might be relevant for a sizable amount of the segments
in our sample which are not temporary coincident with
the break frequencies found for ↵1 = 1. For some of
them, low and high frequency breaks have been found si-
multaneously. Indeed, among the objects in our sample

ARK564 is known to show this behavior (Papadakis et
al. 2007; McHardy et al. 2007). We are working in a sec-
ond publication to investigate these results (Gonzalez-
Martin in prep.). However, since this is out of the
scope of this paper, we chose for this study all the fre-
quency breaks detected with ↵1 = 1 because it provides
the maximum number of detected frequency breaks.
We used the likelihood ratio test to determine when

the bending, power-law model is preferred against the
single, power-law model with a significance threshold of

Is then related to eclipsing clouds at the BLR rather than to the 
accretion process. The accretion process underlaying relation is 
obtained only when obscured segments are removed from the 
analysis. Use these relations carefully to obtain BH masses. It is 
a new way to study the clumpy medium by comparing PSD and 
spectra with models.  
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