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Agenda

Presentation and Discussion

• IDL Quick Overview

• GSF: Geospatial Services Framework: our framework for Cloud 
services

• IDL Task System: creating tasks to be consumed by services 
engines in GSF

• ENVI Modeler: the visual tool to create your own workflows, from 
the Desktop to the Enterprise

• The Evolution of Harris Geospatial

• Scalability & Bigdata Processing

• Q&A
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Python Code Snippet IDL Code Example

• Bi-directional bridge lets you easily call Python 
from IDL or run IDL from Python across 
platforms
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Output to virtually any image file format
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Harris Geospatial Offerings

Geospatial analytics

• ENVI – full featured suite of tools, 30+ 
years of continuous development

• IDL – the Interactive Data Language

• MEGA – machine learning algorithms 

• GSF – geospatial analytics in the cloud

Applications for vertical markets

• Research

• Utilities

• Transportation

• Defense & Intelligence

How we deliver

• Desktop applications

• On-premise enterprise deployments

• Hosted solutions and services
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How is it put together?

Organized as fundamental building blocks:

• Analytics

• Data Access

• Visualization

• Applications / UI

How does it fit together?

• IDL – the language and library

• ECF – ENVI component framework

• Task Engines – run analytics at the 
command line in any environment

• GSF – run task engines in a distributed 
enterprise environment

• Stern – host solutions in the cloud



App 
Developer

APPS

GSF
Geospatial Services 
Framework

ONLINE, ON-DEMAND

> Create and publish web 
deployed image analysis 
tools

> Consume IDL or ENVI from 
mobile, web, and thin 
clients

> Get imagery 
where and when you 
need it

Create Deploy

• ENVI
• IDL
• Python
•Java
• C++
• Others

IMAGE ANALYSIS 
SERVICES

STORAGE / 
SERVER

MIDDLEWARE

OTHER 
SERVICES

BUSINESS LOGIC

Create and publish web deployed image 
analysis tools



Consume ENVI from mobile, web, 
and thin clients
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GEOSPATIAL AWARENESS

ENVI/IDL Tasks



> Create and publish web 
deployed image analysis 
tools

> Consume IDL or ENVI from 
mobile, web, and thin 
clients

> Get imagery/results
where and when you 
need it

Get geospatial imagery where and 
when you need it

GSF
Geospatial Services 
Framework

ONLINE, ON-DEMAND, 
GEOSPATIAL AWARENESS
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Concepts: Tasks and Engines

The TASK is the fundamental unit of 
analytics.

• Accepts data as input

• Performs analytic operations on 
the data

• Produces data as output

Tasks require an ENGINE to run

• Engines require a license

Tasks may require a MODULE

• Modules require a license

Task
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Concepts: Workers and Nodes

A WORKER provides a environment that 
hosts as engine

• Manages engine lifecycle

• Provides WORKSPACE for accessing data 
on input and output

• Pulls work from a shared job queue

A NODE is a machine capable of running 
workers

• May be physical or virtual

• May run one to many workers
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Concepts: Clusters and Shared Workspaces

A CLUSTER is a collection of nodes

• May be physical or virtual

• Shares a common job queue

• Uses local workspaces by default

A SHARED WORKSPACE is often 
convenient in a clustered 
environment

• Each worker can read and write 
from a common location
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Tasks as Analytic Building Blocks

Tasks serve to:

• Creation of new analytic 
tools

• Support universal 
deployment (desktop, 
cloud, distributed 
computing)

• Provide an easy extension 
point for customers and 
partners

Tasks are easily combined:

• Chaining

• Metatasks

• Workflows

• Custom tasks

203 pre-build ENVI tasks

Unlimited IDL tasks creation
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IDLTask: Inputs and outputs Example
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IDLTask: Creation example

+  JSON module IDL code
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IDLTask: Calling example

IDL classic call:

IDL Task method call:

HTTP,  (GSF + IDL Engine)  call:
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IDLTask: Calling example

WEB Application call !
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Metatasks

Metatasks chain small atomic tasks into 
larger analytic units

• Component tasks may be standard 
ENVItasks, custom IDLTasks or any 
combination that share common data 
types

• Metatasks behave like any other task, 
and can be chained into larger metatasks

Two types of metatasks exist in the stack:

• IDL/ENVI metatasks – run on a single 
processing node

• GSF metatasks – parallel component 
tasks can run independently (in parallel) 
on different nodes

IDL metatasks run on desktop, GSF

GSF metatasks run only on GSF

{

"base_class": "ENVIMETATASK",

"display_name": "SmoothedISOClassification",

"description": "This is an ENVI Metatask",

"schema": "envitask_3.2",

"revision": "1.0.0",

"commute_on_downsample": "Unknown",

"commute_on_subset": "Unknown",

"name": "SmoothedISOClassification",

"parameters": [

{ "name": "INPUT_RASTER", ... },

{ "name": "NUMBER_OF_CLASSES", ... },

{  "name": "KERNEL_SIZE", ... },

{  "name": "OUTPUT_RASTER", ... },

{

"name": "DAG",

"type": "ENVIMETATASKDAG",

"direction": "INPUT",

"required": true,

"description": "This is the graph that describes the metatask.",

"hidden": true,

"default": {

"task_1": {

"name": "ISODATAClassification",

"external_input": {

"input_raster": "INPUT_RASTER",

"number_of_classes": "NUMBER_OF_CLASSES"

},

"internal_input": {

},

"static_input": {

},

"output": {

}

},

"task_2": {

"name": "ClassificationSmoothing",

"external_input": {

"kernel_size": "KERNEL_SIZE"

},

"internal_input": {

"input_raster": "task_1.output_raster"

},

"static_input": {

},

"output": {

"output_raster": "OUTPUT_RASTER"

}

}

},

"allow_null": false

}

]

}
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ENVI Modeler

Both ENVI , IDL and GSF tasks can be 
composed by hand in a text editor.

Much more conveniently, Tasks can be 
composed using the ENVI Modeler

• Compose and test in real time on ENVI 
Desktop

• Run your task with automatic UI creation

• Use code generation to emit a metatask, 
which can be deployed on the desktop, 
GSF
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The Evolution of Harris Geospatial

Historically, we have been a provider of 
geospatial analytics

• Desktop/workstation-centric

• Emphasis on tools

• Application of tools to solve problems has 
been left to the user

Two major shifts in our market are under 
way

• Customers want to run analytics in the 
cloud rather than on the desktop

• Customers value answers to questions, 
rather than tools and data

In response, our focus has shifted to 
delivering solutions:

• Built from a common library of analytics 
building blocks

• Customized to the needs of users in 
vertical markets

Solutions are delivered as either:

• Hosted applications in the public cloud

• On-premise applications

Our cloud-native platform is GSF (Geospatial 
Services Framework).

Our SaaS offering is Stern.
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Scalability

Tasks are the atomic unit of work, and the 
key to scalability

• By definition, a task can execute 
independently

Large tasks and monolithic tasks require 
ever-greater monolithic compute 
resources

• That is, they only scale vertically

• Vertical scalability is inherently limiting and 
prohibitively expensive

Small atomic tasks can run in parallel

• That is, they scale horizontally

• Horizontal scalability is unlimited and 
relatively cheap

Design principles for Tasks

• Keep tasks small and focused: Do one 
thing, do it well

• Build complex tasks and workflows from 
small building blocks

• This supports both reuse and scalability
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Scaling Horizontally

Horizontal scaling requires orchestration

Orchestration requires:

• Job – request to run a task

• Queue – list of pending job requests

• Job Manager – manages a queue of jobs 
and orchestrates execution on a pool of 
execution engines

• GSF provides orchestration for Task 
Engines

GSF supports a cluster model

• Nodes run task engines

• Nodes can be specialized (routing)

• Nodes can be added and removed while 
the system is live

The Human Bottleneck

• GSF is flexible and horizontally scalable

• But, each instance of GSF has to be 
installed and configured by a human

• Each node in the GSF cluster must also be 
manually configured

• While GSF clusters can grow and shrink, 
this is also manual process
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Bigdata Processing 

Since a job is an encapsulated and atomic processing task, its execution cannot be split on 
different workers or nodes (including IDL child processes). GSF was built to support the 
concept of scaling out on cloud infrastructures such as AWS and Azure to process more 
datasets concurrently.

Work in parallel using GSF task framework model:

At a high level, this model should work in ENVI or as a JavaScript task in GSF. Such a 
metatask would then look as follows: 

• Submit a Job to split: Raster in   split to multiple chunks of data  wait for split task to 
finish 

• Submit a job for each chunk of data (GSF will copy the chunks to each node for 
processing)  wait for all jobs to finish 

• Submit a job to merge: Results from all chunks  merge results  wait for merge 

• Return merged results
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Questions & Answers
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www.harrisgeospatial.com 

www.facebook.com/HarrisGeospatialSolutions

https://twitter.com/GeoByHarris

www.youtube.com/user/ExelisVis

Stefano.Gagliano@harris.com

Thank You!

Download and 

test GSF!


