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THE LOW FREQUENCY ARraY 
Giant digital aperture array radio telescope opening up a new 

window in the electromagnetic spectum at low radio frequencies 
- The largest (area & dataflow) pathfinder toward the SKA - 



LOFAR Stations 



3 scales : 
(1)Core ‘’Superterp’’ short baselines (deg scales, arcmin res) 

(2) Remote NL Stations 10-100 km baselines (5-10 arcsec res) 

(3) International Stations 100-1000 km baselines (sub arcsec) 



3 scales : 
(1)Core ‘’Superterp’’ short baselines (deg scales, arcmin res) 

(2) Remote NL Stations 10-100 km baselines (5-10 arcsec res) 

(3) International Stations 100-1000 km baselines (sub arcsec) 



LOFAR+NenuFAR 

• Most distant stations 1500 km 
apart 

 

• 1 new station funded in Latvia 
 

• Ongoing negotiations with 
INAF/IT 



THE LOW FREQUENCY ARraY 

The International LOFAR telescope (ILT) consists of an 
interferometric array of dipole antenna stations 
distributed throughout 8 EU Countries: NL, Germany,  
France, Poland,UK, Sweeden, Ireland, Latvia  
(50+ Meuro construction +Running costs) 
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- a revolution in radio astronomy - 



BIG Challenges with data calibration and analysis 

SKA-Low 

Ionosphere limits 
sensitivity and 
angular resolution 



BIG Challenges with data calibration and analysis 

SKA-Low 

 # Anticipate the challenges with the SKA LOW # 



Science Highlights : from CRs to galaxy clusters 



Technical Highlights : extreme resolution ! 

- Unique Telescope (even) in the SKA era - 

M82 Nucleus 

0.36x0.23 &  

6 arcsec res 

Varenius + 2014 150 MHz 

Compact sources  

SNRs ? 

Morabito + 2016 

4C 43.15 (z=2.4) 

1 arcsec res 



1.7 Tbyte/s 
Distributed across stations 

28 Gbyte/s 

Data-flow & archive challenges 

few TB/h 
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User point of view … 8 hrs obs [1s, 16/SB] 

…………………. ILT  
COBALT : 30 TB (40 TB Int Stations) 
CEP4 : 16 TB (20 TB Int Stations) 
 

…………………. CEP3 OR Local Facilities : 
PRE FACTOR (DI calib): from 16TB to 500 GB [200 GB RAM, few days] 
INITIAL SUBTRACTION: 500 GB [up to 400 GB RAM, few days] 
FACTOR (DD calib) + IMAGING : 700 GB [embarassing parallel, RAM…..] 
 

 



Italian Roadmap to.. LOFAR 
Credits S. Tingay 

 SKA precursors/pathfinders drive 

     frontier research 
 

 IT community is leader in ideas 

 IT community is the only one  

     without a SKA pathfinder/precursor ! 
 

 IT is deeply involved in SKA Low 

     technical engineering  

Credits J. Monari 

Urgent action : join a leading SKA precursor/pathfinder to carry out frontier  

research, meet challenges and bring up a strong community for the SKA era 



Italian Roadmap -on behalf of UTG2- 

# Join LOFAR asap to join Key Science Programs and meet  
   data and computational challenges 
 

# Acquire and install 1+ LOFAR stations in IT 
 

 

Ongoing agreement (ASTRON) to join ILT 
 

(1)  IT-LOFAR  Consortium : INAF, UniTO, … 
(2) Technological involvement in LOFAR 2.0 [2FTE x 3 yrs] 
(3)  MoU for 1 LOFAR 2.0 Station [installation 2020-2021] 

(4)  Central running costs 92 kE/year [2018+] 

 
ONGOING  ACTION  IN UTG2 : 

 

Evaluation of resources , plans for organization (software, computing, storage), 
technological involvment in LOFAR 2.0,  optimization of the scientific impact 
(training fellowships, post-doc) 
[GB + Tech WG: Becciani, Bolli, Bonafede, Monari, Nanni, Perini, Taffoni] 



TAKE HOME MESSAGE 
 
 

 LOFAR IS THE BIGGEST SKA PATHFINDER, OPERATED  
    BY 8 EU COUNTRIES 

 
 WILL ALLOW FRONTIER SCIENCE & DISCOVERIES  
    IN THIS DECADE 

 
 IS FACEING DATA ANALYSIS AND COMPUTATIONAL  
    CHALLENGES IN VIEW OF THE SKA-LOW 

 
 WILL BE BETTER THAN SKA-LOW FOR LONG BASELINES  
    (HIGH RESOLUTION) 

 
 INAF IS CONDUCTING NEGOTIATIONS WITH THE  
    AIM/HOPE TO JOIN LOFAR IN 2018 
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UniTO C3S (+upgrade): 
Phase 1 Analysis (10-50 TB) 
 

 
Distributed Centers:  
Phase 2 Analysis  
4-5 nodes, multi-user  
(x2 CPU 16-32 cores 
      x128+ GB RAM) 
 

 
Tiger Team: 
Update software 
Installation 
Development 

Possible Organization (work in progress) 


