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THE LOwW FRrREQUENCY ARray

Giant digital aperture array radio telescope opening up a new
window in the electromagnetic spectum at low radio frequencies
- The largest (area & dataflow) pathfinder toward the SKA -

Low- Band Antennas 10-90 MHz




LOFAR Stations
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3 scales :

(1)Core “Superterp’ short baselines (deg scales, arcmin res)
(2) Remote NL Stations 10-100 km baselines (5-10 arcsec res)
(3) International Stations 100-1000 km baselines (sub arcsec)
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LOFAR KEY SCIENCE PROJECTS

- a revolution in radio astronomy -
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Atmospheric
Opacity

BIG Challenges with data calibration and analysis

Our enemyv: the ionosphere
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BIG Challenges with data calibration and analysis

Our enemyv: the ionosphere
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Facet calibration

Demonstrating direction dependent calibration (van Weeren R. J., et al.,
2016, ApJS, 223, 2)

— # Anticipate the challenges with the SKA LOW #



Science Highlights : from CRs to galaxy clusters
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Technical Highlights : extreme resolution !
- Unigue Telescope (even) in the SKA era -

Morabito + 2016 Compact sources
SNRs ?
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Data-flow & archive challenges

1.7 Tbyte/s
Distributed across stations

» Data handling challenge:

Data flow from all antennas combined: 1.7 Tbyte/s

To COBALT from station after beamforming: 28 Gbyte/s
Correlator output to disk: between 2-10 Gbyte/s

Data storage challenges: ~ few TB/h

» LOFAR is the first of a number of new astronomical facilities dealing with the transport, processing and
storage of these large amounts of data and therefore represents an important technological pathfinder

for the SKA




On January 15t 2013 ASTRON started the COBALT (COrrelator and Beamforming Application
q q OW C . platform for the Lofar Telescope) project to develop a CPU-GPU based system as the central

correlator and beamforming platform for the International LOFAR Telescope. The COBALT system is

a co-desiga &k Commercialys = Noro Com o i &g TRON written software.

1 7 Tbytels The system consists of 8 production nodes and 1 development / test node, each consisting of 2
y CPUs (Intel Dual Xeon ES) and 2 GPUs (NVIDIA K10) housed in a DELL T620 box and connected by
Distributed acrOSs Stqtions P = an FDR Infiniband Switching network. This gives a balanced system where each CPU connects to

one GPU, one Infiniband port and two Ethemnet ports and both CPUs within one node _

connected. The cooling of the GPU cary{ IS set-up turned out to De an issue. Special air ducts
International LOERRIESESEERE (A1) esigned and constructed by the fIT Groningen en the ASTRON Mechanical Department,
which provided enough cooling O e cards. The full system passed certification by DELL at the

end of 2013.
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= Data storage challenges: ~ few TB/h

» LOFAR is the first of a number of new astronomical facilities dealing with the transport, processing and
storage of these large amounts of data and therefore represents an important technological pathfinder

for the SKA




Data-flow & archive chalenges
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» Data handling challenge:

Data flow from all antennas combined: 1.7 Tbyte/s

To COBALT from station after beamforming: 28 Gbyte/s
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» LOFAR is the first of a number of new astronomical facilities dealing with the transport, processing and
storage of these large amounts of data and therefore represents an important technological pathfinder
for the SKA




Data-flow & archive ¢
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Distributed across stations

2-10 Gbyte/s
CEP4

(IM and BF
pipelines)

International LOFAR Telescope (ILT)

~ | 28 Gbyte/s

vvvvv

Borowier

.............

......

Y LoFAR ASTRON

Data sent to C
L for initial R(
Station signals processing

collected in the Signal sentto ~ MS format
station cabinets COBALT for Averaging

correlation Flaggings

» Data handling challenge:

= Data flow from all antennas combined: 1.7 Tbyte/s

= To COBALT from station after beamforming: 28 Gbyte/s
= Correlator output to disk: between 2-10 Gbyte/s

= Data storage challenges: ~ few TB/h

for the SKA

» LOFAR is the first of a number of new astronomical facilities dealing with the transport, processing and
storage of these large amounts of data and therefore represents an important technological pathfinder

The Lofar Phase 4 cluster consists of

» 50 compute nodes (called cpudi..cpuS0)

« 4 GPU nodes (gpu0l..qpul4)

» 18 storage ta0l..datals)
metall..metaD2)

» 2 head nodes (head01..head02)

+ 1 management nede (mgmt01)

w4, cantrol.lofar Users are only allowed on head01 and head02,

ach compute nod

z (12 cores, HyperThreading disabled)

+ Netwo
Each GPU nod
» CPU: Int=l 6 HyperThreading disabled)
2Krpm SAS RAID
GbE, 1x FDR InifiniBand
Each head node o

« CPU: Intel Xeon E5-2603v3 1.6 GHz (6 cores, HyperThreading disabled)

The other nodes are not (storage, meta-data, and management nodeg]

Storage: The storage and meta-data nodes provide a ~2PB LustreF5S global filesystem through the
InfiniBand nek data.

RSl CErT T R g TYs o schedule and run all observation and

ocessing jobs on the duster.
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User point of view ... 8 hrs obs [1s, 16/SB]

LTA Storage Site Usage Trend s
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correlation ; b
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...................... ILT
COBALT : 30 TB (40 TB Int Stations) |

CEP4 : 16 TB (20 TB Int Stations)

...................... CEP3 OR Local Facilities :

PRE FACTOR (DI calib): from 16TB to 500 GB [200 GB RAM, few days]
INITIAL SUBTRACTION: 500 GB [up to 400 GB RAM, few days]
FACTOR (DD calib) + IMAGING : 700 GB [embarassing parallel, RAM.....




ltalion Roadmap to.. LOFAR

Credits S. Tingay

= SKA precursors/pathfinders drive First Author Affiliations by Country “ UK
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Urgent action : join a leading SKA precursor/pathfinder to carry out frontier
research, meet challenges and bring up a strong community for the SKA era



Italian Roadmap -on behalf of UTG2-

# Join LOFAR asap to join Key Science Programs and meet
data and computational challenges

# Acquire and install 1+ LOFAR stations in IT

Ongoing agreement (ASTRON) to join ILT

(1) IT-LOFAR Consortium : INAF, UniTO, .. R
(2) Technological involvement in LOFAR 2.0 [2FTE x 3 yrs] @
(3) MoU for 1 LOFAR 2.0 Station [installation 2020-2021] &
(4) Central running costs 92 kE/year [2018+]

ONGOING ACTION INUTG2:

Evaluation of resources , plans for organization (software, computing, storage),
technological involvment in LOFAR 2.0, optimization of the scientific impact
(training fellowships, post-doc)

[GB + Tech WG: Becciani, Bolli, Bonafede, Monari, Nanni, Perini, Taffoni]



TAKE HOME MESSAGE

J LOFAR IS THE BIGGEST SKA PATHFINDER, OPERATED
BY 8 EU COUNTRIES

O WILL ALLOW FRONTIER SCIENCE & DISCOVERIES
IN THIS DECADE

IS FACEING DATA ANALYSIS AND COMPUTATIONAL
CHALLENGES IN VIEW OF THE SKA-LOW

O WILL BE BETTER THAN SKA-LOW FOR LONG BASELINES
(HIGH RESOLUTION)

O INAF IS CONDUCTING NEGOTIATIONS WITH THE
AIM/HOPE TO JOIN LOFAR IN 2018
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Monace

Croazia

Bosnia ed

. Erzegovina ]

8 UniTO C3S (+upgrade):

Phase 1 Analysis (10-50 TB)

Distributed Centers:

Phase 2 Analysis
4-5 nodes, multi-user

# (x2 CPU 16-32 cores

x128+ GB RAM)

Tiger Team:
Update software
Installation
Development



