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The Re-Imaging project

During first 6 years of ALMA operations more than 1700
projects manually reduced

Time consuming and partial process

Approved ESO development study to evaluate feasibility of
reimaging the ALMA archive

∼ 20% processed at ESO already in ∼ 1 year
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ARI in CHIPP

Assigned 34000 hours on MUP cluster

Test the requirements to run pipelines for reducing and
imaging interferometric data

Selected Cycle 3 observations: not the latest, largest data sets



ARI in CHIPP

Assigned 34000 hours on MUP cluster

Test the requirements to run pipelines for reducing and
imaging interferometric data

Selected Cycle 3 observations: not the latest, largest data sets



ARI in CHIPP

Assigned 34000 hours on MUP cluster

Test the requirements to run pipelines for reducing and
imaging interferometric data

Selected Cycle 3 observations: not the latest, largest data sets



Run on MUP cluster

First time ARI code run outside of ESO

Difficult to start due to need of X virtual frame buffer for CASA,
but great assistance

Then no more problems and 79 data sets were processed in
the normal queue

Reserved one full node per run
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Results

Of the 79 runs:

29 were successful

26 exceeded walltime

14 had download problems

9 failed during execution

1 could not be processed
because of PL limits
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Storage space

Most of the space we needed was for raw- and calibrated data

55 data sets took up ∼ 30 TB (∼ 6000 in the archive)

Data products are only a minor fraction of this size
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Summary

No major problems encountered

Performances comparable to ESO cluster

Walltime is a limiting factor though

We can remove file download from script and execute it
separately, but not final solution

Some network problems, but likely on ESO side

Overall a very positive experience and important for the study
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