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INAF inside the ASTRI/CTA ICT

OUTLINE:
= CTA Introduction
= ASTRI End-To-End Prototype

= ASTRI SW
= UPC-UA Interface
= Telescope Control Software
= Camera Control Software

= Camera Server DAQ Software
= ASTRI ASciSoft Software and data Archiving

= ASTRI On-Site ICT Infrastructure

= ASTRI/CTA Monitoring System

= ASTRI Off-Site ICT

=  ASTRI Mini-Array ICT Infrastructure Design
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CTA, the Cherenkov Telescope Array

The CTA Observatory:

* two arrays, one in Northern one in Southern
hemisphere, (N, La Palma, Spain; S, Paranal, Chile)
to provide all-sky coverage;

* three classes of IACT telescopes,
Large, Medium and Small Size to
cover the very-high-energy
gamma-ray range from 20 GeV

4P to 300 TeV. g i, 57 | Meumsie st | sransissr I
# of telescopes N(4), S(4) N(15), S(25) N(--), S(70) S
Energy range [TeV] 0.02-1 0.1-10 3-300 T
Field of View [deg] 4.5 8 >9 R
Dish diameter [m] 23 12 4 I
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ASTY2N

ASTRI SST-2M telescope prototype

ASTRI SST-2M, designed to comply with all CTA-SST requirements, is an ‘end-to-end’ telescope
prototype: it comprises all of the work that should be done to achieve the final scientific products

» Telescope

>
>

Structure
Mirrors geometry and coating

> Camera

>
>
>
>
>

Photosensors and electronics
Thermal system

Ancillary devices

Camera Control

Data acquisition

> Calibration

>
>

Camera calibration
External equipment for pointing and calibration

» Control system

>
>

Tracking and pointing
Monitoring and alarm

» Data reduction and analysis

>
>

Pipelines
Data archiving

» ICT Infrastructure
» Complete and stand alone Computing Center
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The prototype is placed at 1735 meters on the Etna volcano @ INAF-OACT Catania
mountain station in Serra La Nave

F.Gianotti (ASTRI for CTA) — INAF ICT Workshop, Bologna, Italy November 2017



ASTRI SST-2M SW architecture

[ Off-site Archive ][ Off-site Data Analysis ASTRI High-Level Software Architecture
»  TMCDB Access J ocs In CTA this is OES
On-site Data Analysis ] TMICDB Web Access
. Capturer Operator/Scientist GUI

Monitoring 3
OCS MASTER Resource manager
-

On-Site  Repository

Q Data Capturer ]
> obsDB ~ [ Telescope IDL ] Logger
— —-‘ DAQ
|  Tvmcps € . 1
S ‘ In CTA this is the Telescope
- Calibration/Auxili
L_»/  Science < — Camera Control Telescope Control ary Control ICT/Power
\L“L/ System (ICS) System (TCS) S Gonty ol
f T f
v
( Camera Server ]I_[ OPC-UA ]—
A
LOCAL Control I
v v
3 Weather Aux ICT/Power
+ TELESCOPE
[ Camera ] AMC MCS PMC [ Metrology ]
Safety/Interlocks/Power/Networking Te I esco p e

Antolini, Tosti et al. 2016

All components have been developed in view of the ASTRI telescopes for the CTA array
configuration in which they will be easy to be integrated .
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Telescope Control General Architecture

Full access to the telescope
capabilities by defining specific
interface with the TCS

Engineering
Archive

component.
TeorFna ) Telescope Control System ACS Components
[ ser/tngineer | g Telescope Control Manager
GUI ) ACS
\ Monitoring
Camera System

| Tcu | [ THCU | [ PMC | LHVScope |

Controller 7 Y 7'y 7'} 7'}

Science

Archive L'}

A

[ Camera Server ] [
y 3

a a A a

Telescope Local Control Systems

\ 4
[ Camera ][ AMc | [ TcU | [THCU | [ PMC | [ uvscope | I Conditioning ]
Monitoring

[ Safety/Interlocks/Networking/Power ]

* Telescope Hardware and auxiliaries * Monitoring, coordination and execution
controllers. of the hardware functionalities.
* Auto consistent real-time functions * Nodirect hardware control
development. * No responsibility for time-critical
operations.

E.Antolini, Talk in this WS
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ASTRI SST-2M OPC-UA Control Software

ACS In accord with the ASTRI standard, for each
instrument has been realized a SW interface

Component-1 | | component2 | | component-n between low level systems and ACS, based
on OPC-UA technology .

Network (ASTRI-VPN For each auxiliary device, as well as for any

other ASTRI subsystem, was product an

OPC-UA || OPC-UA OPC-UA Interface Control Document (ICD).
Server-1 Server-2 Server-n

From each ICD has been extracted an Excel
. . spreadsheet that summarizes all commands
Dev:2 g0 and configuration of the server OPC-UA.

Has also been realized a server opc-ua,
named "ASTRI TEST Server", for testing
and simulation.

ASTRI_TEST_Server This server accepts as line argument an
[ AE ServerTable} ASCI| ServerTable", extracted from the
| Excel spreadsheet by a python macro , to

. generate a standard interface OPC-UA.

2

WC'ATO DOY=h=Drt+S—

In this way, you may obtain an OPC-UA
Run: Java —jar ASTRI_TEST_Server —c ServerTable.txt server simulator for each device.

P.Bruno etal. 2016
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telescope array

ASTRI SST-2M Control Software

Observatory Control System GUI

AST!

File  Monitoring

Help
‘Main| Weather Station | THCU | Mount | PMC (Beta)

ERROR NUMBER ERROR NUMBER RECOVERED

RECOVER EMERGENCY
FROR PARKING
EMERGENCY

ACK ERROR

o ERROR RECOVERED

RESET ACK

TELESCOPE CONTROL

TELESCOPE STATUS
TELESCOPE MODE
EMERGENCY ACTIVE SAFETY OVERRIDE REMOTE LOCAL
STATUS SWITCH STATUS ON/OFF NETWORK STATUS ERROR ALARM WARNING

[_evpark |
CEIET . (T e —

DRIVE SYSTEM .

WEATHER AND SKY STATUS TIME

 TempERATURE | | uroare BEUTTISCINN st | 05:49:07
| _Pessune | [ urrve LTI o | 2as7886
% eeletia

[ Epscryc] |__oavmicur | DAY

|_oew pont | [ sunaz BEEPTPSIN moon az ST
| smioHTNess | | suner  BEREETPTIN oo e JECTTUTT

Position (Deg.

N
EMERGENCY
sTOP
w E
s

AZ TEL POS AZ ENC POS
dea
ZENMTH .
90° an-

HORZON
TARGET POINTED [ ]
| AzimurH | ELEVATION |

SKY POSITION

START MOTION STOP MOTION
SET PARAMETERS

TARGET CONTROL.

NAME RA DEC
o

AZ COMMANDED POS

[ ser rancer R [ ]
[ swow rancers autani ®

PMRA  PMDEC

EL COMMANDED POS

ON TRACKING

TARGET POINTED

SEEN, PO SIREATACENG
LoG

Actual Position Comanded Position

Actual Position Comanded Positior

AZ Actual Velocity AZ Comanded Velocity

EL Actusal \

£L Comanded Velacity

JOG MOTION
X sieor | eevanon |

(degisec) 0.5 ~ |05 E

EPOCH EQUINOX PX RV Tracking time(s)
2000 2000 o o 600

TARGET NOT VALID

5/12/2017
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ASTRI SST-2M Camera Controller

X Astri Camera Engineering Gui
File Edit Help
Hardware Subsystems . VDB ¥ - TEC v . LD v - FIB v i Open New Chart View %# Open PDM Config Manager - Server Connection
Focal Plane Monitoring Operating Mode UTC Date Time 2017/10/11 19:10:01 b 4
Quantity 1: | Low Voltage 2 (mV) v Current State: ' MODE_STANDBY Re-Init System Thermal Control
Quantity 2 (HGANCIRa SN - Focal Plane Initialization || Focal Plane Modules Reset | Focal Plane Hard Reset Status Run Run Run Run
Quantity 3: | DaughterBoard Temperature (°C) A _ Object Temperature [°C] | 6.00 / 6.00 6.00 |/ 6.00 6.00 |/ 6.00 6.00 |/ 6.00
Housekeeping Interval: 10 | seconds
T1: Sink Temperature [°C] 11.70 / 35.00 11.77 |/ 35.00 11.98 / 35.00 13.48 |/ 35.00
Variance Fan Speed [rpm] 2505 2491 2500 2502
H1:
Threshold: 3 |pe Output Current [A] 0.835 0.841 1.021 0.997
Interval: 10 /ms Output Voltage [V] 1.851 1.867 2.370 2.398
Stairs: (@) C11 Driver Input Voltage [V] 24.404 24.431 24.369 24.378
Base Plate Temp [°C] 21.66 22.22 22.16 21.25
Threshold Range: 183 - 300 DAC
Error Number 0 @ o @ o @ o @®
Integration Time: 6 -> 8000 ms
Fiber Optic Calibration
Distributions: ® Cl4 Stop
Pulse Voltage 77231 mV PEM Output (X)W
TopoTrigger: 5 Threshold: 4 | pe
Pulser Cpu/Dev Temp | 24 22 °C | PEM Temp B
Iterations: 20000 Acquisition Time: 0 minutes 0 seconds Pulser Error Register PEM Last Error
Scientific: S21 ® S22 ————
Pulse Output Clear Error
TopoTrigger: 5 Threshold: 3 | pe
Operation Log | LogBook
Time ICD Command Input or Result parameter
2017 Oct 11 (CEST) 20:44:41.070 lid_read_config oK
) ] 2017 Oct 11 (CEST) 20:45:52.576 cmd_fibpulser_init OK
T3: d 2017 Oct 11 (CEST) 20:46:32.074 cmd_fibpulser_pulse OFF --> OK
H3: = . 2017 Oct 11 (CEST) 20:46:40.769 cmd_fibpulser_release oK
2017 Oct 11 (CEST) 20:46:47.419 cmd_fibpulser_init oK
Zynq Temperature: Dead Time: Rate Meter: 2017 Oct 11 (CEST) 20:47:04.111 cmd_fibpulser_pulse ON --> OK
2017 Oct 11 (CEST) 20:48:30.285 cmd_dist_start Started
(R (s (HK) (ALY (SCUCAL) 1115017 Oct 11 (CEST) 21:03:12.724 cmd_dist_stop Done
2017 Oct 11 (CEST) 21:03:18.046 cmd_dist_start Done
2017 Oct 11 (CEST) 21:03:57.323 cmd_dist_start Started
ts ) 2017 Oct 11 (CEST) 21:08:37.166 emd_tec_init oK
i O 0000 0837 tec
AStrOf]SIca con SpeCCh'| R 2017 Oct 11 (CEST) 21:09:02.142 cmd_gps_init OK ¥
a Tecnologia Replicante Italiana Ciear | [Save

Every ICD commands must be accessible from the Engineering GUI
Lots of controls and information for expert users, but must be user friendly
One single Main GUI with information and commands frequently useful

P. Sangiorgi et al. 2017
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ASTRI SST-2M Camera Server DAQ

4 AN

[ CAMERA | Camera DAQ | |
| | | ONSITE
W V| ~ ARCHIVE |
| BEE H&O—F(Data Acquisition] (Data Display] | pmmTTTTTa -
| e ’ | T | 1 Data Archive | |
| ! DL R S
ERPpEp— ’ DLO S |
.l Data Buffer' bLo .l Data Storage) DLO
\ J
The logic model e e A
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ASTRI SST-2M Camera Server DAQ

Camera DAQ Capabilities

Bulk data acquisition from BEE (~10MB/s)
Real time LO FITS Creation
Level 0 data storage in RAW and FITS files
Send Data to Archiving System
Quick Look
Monitor and Control

d Local GUIs

d ACS components

D OO0 000
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ASTRI SST-2M Camera Server DAQ

The Software

=] JFX ControlPanel v0.0 - O x

File Configurations Monitor

ANV 2H| camera DAQ CONTROL PANEL

Current configuration
OriginID:

ProgID:

ObsID:

RunID: 402
Configuration Controls

Clear
Edit Configuration: origin id prog id obs bid
SET RUN ID RUN ID

> daq pipeline | START || STOP AUTOARCHIVE

The ASTRI DAQ Local GUIs — Control Panel
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‘ cherenkov telescope array

ASTRI SST-2M Camera Server DAQ
The Softwa re

monitor.Inx =l SRl @ IASF Bologna
b 4l Help
# ! . < SCOE W 2 14 # "
% Run_id HER: 00233 Date: 14/05/17 Tine: 22315:35 # | el Gl Evaluate| |
# RESULT PATH: /home/csuserslocal _dps/share/discos_archive/ #
# Rcquisition Start Time: 22:15:35 Acquisition Stop Time: 22:15:35 # J &) 9 Q ‘ | ‘ | <« »z Q » |A q “

STHTUS‘ UQIT SHMS Creatlon

fmEC >Data s
STATUS: WAIT Connection,,, I

|

| BUF_COUNT: 0
| BUF_LOST: O

| TIME_ELAP: 0,00

| WRG_APID#: O

| LAST_CHMD: UNKNOWN

| PROTO_TYPE: UNKNOWN
|

|

|

|

|

|

1

AVG_RATE:
CUR_RATE:

| BUF_COUNT: 0
| BUF_LOST: 0O

| TIME_ELAP: 0,00

| WRG_APID#: O

| BROAD_PORT: INACTIVE

-nan
0,00

TOT_WRG_APID: ©

|
|
|
|
|
|
I'l RAW_FILE :UNKNOWN
|
|
|
|
|
]

AYG_RATE:
CUR_RATE:

-han
0,00

TOT_WRG_APID:0
BROAD_COUNT: 0

5_PDM High Gain histo (PDM filter)

ons Tools

yh Gain histo F1 PDM(0, -1) |

PDM High Gain histo (PDM filter) (¢

| TOT_URG_CRC: © TOT_INY_CRC: 0 Entries 2604
TOT_URG_YC: 0
Mean 982.
RMS 83.4
1 . ntegral 2.603e+0.
T - - | HK101 PDM ID histo —_—
| STATUS:  WAIT to GO I smms- “UAIT to G0 I,| PDM triggered histo (2D n
| BUF_COUNT: © AVG_RATE: -nan Il BUF_COUNT: O AYG_RATE:  -nan I'l  PDM DAC histo £l
| BUF_LOST: © CUR_RATE: 0,00 Il BUF_LOST: © BUF_RATE: 0,00 I |
| TIME_ELAP: 0,00 1 TIHE_ELAP:0,00 | | ERMA7T iysto —
| URG_APID#: O TOT_URG_APID: 0 I | | PDM CTR histo :
| RAW_FILE : UNKNOWN Il RAW_FILE $ UNKNOWN I'| PDMERV histo 1200 A v A _— - A
' ' 'l PDM FPB histo A LA Y
! s | 41100 ‘{1””{\ ) i
T | | PDM RTM histo U | ‘ | ‘
I | | PDMHVS histo s bV AL A
in For FITS Cre SCREEN=0 | I wsoof| ' , ,
STATUS UPERGTIVE LAST TOTAL DISCARDED | | PDMDGK histo = [
-MIJDE ;r‘ameﬁ ;vent# ;r‘ame# Event# %or‘d# Event# | PDM DGY histo 40800 {—
AL T] C11 ) D 3 ) [ | i F
WAIT C12 0 0 0 0 0 0 | | PDMDAC histo (PDM fi | <ol S R A IR SR
[13 | | ] 1 | | PDM A7T histo (PDM fil| Row number
% % % % % : PDM CTR histo (PDM fllter)
A 521 ) ) ) ) |
WALT 599 0 0 0 o 0 0 | PDM ERV hllsto (PDM flllter) 1500 1600
HK] ] ol bl bl | PDM FPB histo (PDM filter)
WALT 0 0 0 0 0 0 I | PDM RTM histo (PDM filter)
OFF [
OFF UNKNOWN 0 0 0 0 0 0 [

The ASTRI DAQ Local GUIs — Monitor & Quick Look




ASTRI SST-2M Camera Server DAQ

The Software

[ NON ) ASTRI Camera Quick Look by ASTRI @ IASF Bologna
||I File On-Line Off-Line Options Predefined Views Views Window Help @*
'
[ | N simcte vi [ Enddatadisplay.
=5 Evaluat
|| x b o KM ¥ New Single View from Graph Selection ﬂ, I
' - — Full Graph Selection ] Q ‘ EH “X J <« Q Q Q » Ik = ‘ d
5: 5_PDM High G histo (= A
H I — 1on B=ain his (J 4r &= Add Graph to Current Pad @ @’
D s21 4 i anil
‘ile Edit View Options Tools S22 »
S22 Temperatures y PSLO0IS Hel
camera C11 4 ;h Ga|n hlStO F1 PDM(O, '1) | PDM High Gain histo (PDM filter) (4)
C11 Temperatures »
c12 » Entries 26048
C12 Temperatures »
ci3 , Mean 982.4
C13 Temperatures : RMS 83.43
C14
R > HK101 PDM ID histo ntegral 2.603e+04
»
HK10 PDM triggered histo (2D)
HK101 Temperatures » PDM DAC histo
»
VAR%02 PDM A7T histo
= PDM CTR histo
1200 = PDM ERV histo
1000 :_ PDM FPB histo
- PDM RTM histo
800— PDM HVS histo
C PDM HVI histo
6001— PDM DGK histo
400— PDM DGY histo
- PDM DAC histo (PDM filter)
200 :_ PDM A7T histo (PDM filter)
- PDM CTR histo (PDM filter) |
- PDM ERV histo (PDM filter) =
800 & PDM FPB histo (PDM filter) jo00 1600
al PDM RTM histo (PDM filter)

The ASTRI DAQ Local GUIs — Quick Look
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ASTRI SST-2M: data management

-
/ N \ On-Iine/On-site \
-----1---- -- Analysis

3 On-site
] Archive

Data Off-line/On-site
Acquisition J Analysis

e

N

Off-site Off-lineloiff-site
Archive ~ Analysis
\_— J U )

A.Antonelli etal. 2017 /

$S92JY eleq
/

ASTRI Archive and Data Base: take care A-SciSoft: the ASTRI scientific data analysis system applied with
of the full data chain produced by the different ASTRI different levels of detail and organized in four distinct functional
components at different analysis steps breakdown stages: calibration, reconstruction, analysis, science.
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e ASTRI Archive

ASTRI Archive and Data Base:
take care of the full data chain produced by the different scientific devices at different analysis steps

& RAW-DATA
» ASTRI

ASTRI ARCHIVE
y

| hm |

ASTRI
DATA MODEL

s

1
ASTRI DAEMON

MONITORING
=\
(@A

e
N

A.Antonelli.et al. 2016
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A-SciSoft Functional layout

Calibration
(telescope-wise)
Perform data calibration

ASTRI Scientific Analysis Software
is organized in four distinct

functional breakdown stages: Reconstruction
(telescope-wise/array-wise)
Perform image cleaning/Hillas

o Calibration (DLO -> DL1a) parametrization per telescope
+
o Reconstruction (DL1a -> DL2b) e TS

o Analysis (DL2b -> DL3) (direction, energy, classification)
o Science (DL3 -> DL4)

Analysis
(event-wise)
IRFs & gamma event list

Science
Production of detection plots, spectra, v
sky maps, light curves

Lombardi, Antonelli, Bastieri, Madonna, Mastropietro et al., SPIE 2016
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ASTRI Prototype: ICT Infrastructure

To support the software architecture as outlined above,
an adequate On-Site ICT infrastructure is needed

e Stand-Alone infrastructure that implements all major network
services

e Supports different software modules in defined and possibly
distinct hardware

* Connect all the hardware components between them and the
Internet

* Allow the connection and remote control

e Be sufficiently reliable and redundant

* Provided with an efficient and complete monitoring system

* It's possible to scale it up to handle multiple telescope systems
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ASTRI Prototype: ICT Infrastructure

ASTRI-SST-2M ITC overall schema. This figure represents the current and almost definitive
status of the ICT infrastructure of the ASTRI-SST-2M Telescope. It identifies the main
elements that compose it

Camera Server DAQ
(20 Core 64GB RAM 24TB HD)

Network Servers
and Services

INAF-OACT Network
and
INTERNET

Firewall VPN NAT

SYorage Server (24x3TB HD)

Temperature and
Power Control

-GPU Server (28 Core 256GB
Servers +NVIDIA K40)

Data
Acquisition,

MicroCloud
for Telescope Storage and
Control Computing

and Monitoring

F.Gianotti et al. SPIE 2016
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ASTRI Prototype: ICT Infrastructure

Network Servers and Services

The Firewall VPN NAT Server provides all the network services required for Internet access
(Firewall, VPN, NAT, DNS, DHCP). The Frontiera Server is in charge of other services
required for user access and data retrieval from Internet (SSH, HTTP, FTP, LDAP, SW
repository).

Telescope Control and Monitoring

The OMC Server and the MicroCloud (8 blade servers) host the ASTRI/CTA Mini-Array

Software System (MASS) built on top the Alma Common Software (ACS) framework. The

former is devoted to the Operation Control and Monitor. The MicroCloud provides the

Telescope Monitor and Configuration DB (TMCDB) server, the Alma Common Software

(ACS) File Server, the ACS Service Server, the Telescope Control Server (TCS), the Camera

Instrument Control System (ICS) server, two servers which handle the devices required to

monitor the environment and to calibrate the Cherenkov Camera. An additional server is

envisaged for the monitoring of the ICT devices.

Data Acquisition, Archiving and Analysis

The Camera Server is devoted to the acquisition of the bulk data generated by the
Cherenkov Camera. The Storage Server is for the on-site data archive. A multi-CPU
multi-core Server and a server equipped with two GPU accelerators are envisaged for
the on-site data processing and analysis.
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AT

Main Network Component andA Structure

ASTRI Telescope ' S

\

RJ45 100Mbit IPMI

RJA5 1Gbit SFP+ 10Gbit

3 used + 3 spare

TeIe 2x1Gbit/s

\
\
\
]
\
N
\
\
\
N
\
\
\
N
\
\
\
\
\
\
\
\
\
\
\
\
\
\
\
\
\
\
\
\

/
P

SFP 1Gbit Bulk Data

* Internet: Radio link 100Mbit to OACT-Catania
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| Main Network Component and Structure

Main Network Structure and Components

The astrivpn.com is a private LAN composed by 3 switches. The Master Switch is
the hearth of the system which connects all the computers servers and network
devices. The Telescope Switch is located on the Telescope cabinet and connects
all the Telescope devices to the Computer Room. Two optical fibers are
connecting the two switches at 1 Gbit. A third fiber provides a point-to-point
connection at 1 Gbit among the Telescope Cherenkov Camera and the Camera
Server devoted to the Camera data acquisition. The IPMI Switch manages the

out of band monitoring of the servers (e.g. Intelligent Platform Management
Interface)
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Monitoring System

The ASTRI/CTA ONSITE ICT monitoring will mainly
consist of two independent monitoring systems

running in parallel.
» a traditional monitoring system for Computer Centre,
based on SNMP+ICMP
» a monitoring system required to provide monitoring
data directly to the control system based on ACS, by
converting SNMP+ICMP to OPC-UA
In addition:
* Specific monitor tools embedded in the equipment, using IPMI,
Web based tools, command line tools
ICMP Protocol (ping) will be used only to monitoring the UP/DOWN
status of the equipment.
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Monitoring System

The Traditional Monitoring System Concepts

* |t will be based on SNMP/ICMP Protocol

 Simple interface (WEB based)

* Very easy to use

* Fast of implementing

 Data collection non-invasive

* |t monitors all required parameters

 Customizable alarms with error thresholds (Mail &SMS);
* Reporting;

* Possibility to export data for further processing
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A: netwarning@sanetvm.astrivpn.com E_ M a I I
Temperatura registrata da sinthermo1 fuori range

Nascondi dettagli

La temperatura registrata dal sensore dell'appararto sinthermo1 e' fuori dal range
permesso 15 - 25.

400 600 70 8:00 % 16:00 110
) 1y) (6m) (3m) [1m) (7¢]) (34] (24n) @H) [4n) [1n =
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2C
we
°S% 400 S0 600 700 500 550 10100
Temperatura registrata
[slle! 1y) (6m| (3m) (1m) (7] (3d] (24n] (8R) (sn) [h |

ASTRI {temperature@} <= $hi_threshold && {temperature@} >= $lo_threshold expanded
to ((14.7 <= 25) and (14.7 >= 15)) 2017-11-27 08:10:56

https://astrivpnsin.oact.inaf.it:8230/sanet/web/tenantpage/4d50ftb876db40df9182fecd 11946
849/node/3aed80d7b1de4014a32639244436c898#techincal

[@umidita' sensore
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ACS Monitoring System

» ACS ICT Monitoring System:

1. a set of OPC-UA servers that:
a. manage the subset of the monitoring values to
be monitored by ACS.
b. converts their SNMP data and presents them as
OPC-UA nodes
2. a set of the corresponding ACS component which
implements an OPC-UA client by means of an ACS
DEV/IO
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ACS Monitoring System

ACS Monitoring System design concept

ACS Operator

F.Gianotti, P. Bruno et al. SPIE 2016
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. ASTRI Off-Site ICT Infrastructures

INAF-IASF BO Data center

* Version Control Software: GIT Repository
* Collaboration Tools : REDMINE
e ASTRI Virtual Test Bed for:
e Software developing
e Software Integration
e Automatic Software Integration: Jenkins
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ASTRI SW Integration the Context

Software integration within the verification process

What is Software Integration

Software system integration refers to the practice of combining individually tested

software components into an integrated whole.

—
........ - . 4 AN
. . f \
I .
Developed . Develgped
! W Ll | |
. Pat . : > 7&/ O \
o _ . \. J \ .
........ _ / }
L - . 4 N Y .
! Developed L __________ » eveloped [ ,_“_-: Integrated : Final
- Part : Part Part Product
o 4 \. J H
........ - . \ .
: : _ s ™
! Part Under L __________ » Deyeloped [ ..
+ Development . art
oo . 4 : \ J
Development Individual Integration Acceptance tes
verification verification
tests tests
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ASTRI SW Integration Facilities

Guidelines:
=  Document «ASTRI Software Development integration and
building»
" |ntegration test workflow

= TestBed

= @it Repository

= Jenkins

" Hardware simulator

» Code Generator

* Tool for automated test (from ALMA)

= Software Installer/controller

= Templates for Test Report and Software Release Document
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ASTRI SW Integration Facilities

Software release system

The software release document provide details of
module versions and describe the capabilities;

We have a redmine project for the management of new
features and bug fixing:
http://redmine.iasfbo.inaf.it/projects/astri_sw_release

& C' | ® redmine.iasfbo.inaf.it/projects/astri_sw_release

‘@ Home #° Progetti (3 Aiuto

ASTRI SW Release

Panoramica

This redmine project allows the developers, testers, final users and any other ASTRI Software &J Membri

stakeholders either to report a bug or to ask for a new feature.

sl Manager: Vito Conforti

You may select directly the reference person, or it will be assigned. Reporter: Alessandro Carosi, Alessandro Costa, Alessandro Grillo, Alessandro Tacchini,

The current organization is detailed below. Andrea Bulgarelli, Andrea Di Paola, Andrea Giuliani, Andrea Orlati, Angelo Antonelli,
Antonio Stamerra, Ciro Bigongiari, Daniele Gardiol, Denis Bastieri, Dino Fugazza, Elisa

Software Manager: G. Tosti

5 Antolini, Enrico Giro, Etienne Lyard, Eugenio Martinetti, Fabio Vitello, Fabrizio Lucarelli,
Integration Manager: V. Conforti

Federico Di Pierro, Federico Fornari, Federico Russo, Fulvio Gianotti, Gerardo

Component Ownher Capobianco, Giacomo Bonnoli, Gino Tosti, Giorgia Sironi, Giorgio Francesco Gambini,
Giovanni De Cesare, Giuseppe Leto, Giuseppe Malaguti, Igor Oya, Joseph Schwarz, Luca

device/TCS G. Tosti Stringhetti, Maria Concetta Maccarone, Massimo Trifoglio, Michele Mastropietro, Milvia

OMC F. Russo Capalbi, Nicola La Palombara, Osvaldo Catalano, Pierluca Sangiorgi, Pietro Bruno,

PMC. P. Rruno

Rodolfo Canestrari, Sabina Sabatini, Salvo Scuderi, Saverio Lombardi, Stefano Gallozzi,
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ASTRI Off-Site ICT Infrastructures

ASTRI Test Bed reproduces the SLN environment

Jd Network Services: Firewall, NAT, VPN, DNS, LDAP,
Frontier Server (astrisln), ISCSI/NFS Storage

[ Telescope Servers: sintmcdb, slnics, sIntcs, slnomc,
sindaq, slnaux, slnpipe, slnstorage

d We use a template to create the VM

Why ASTRI Test bed
J software integration test
(d Continuous integration with Jenkins

] Distributed ACS system configuration test
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ASTRI Off-Site ICT Infrastructures

Test Bed as virtual environment

J Test Bed is based on Oracle VM

d The virtual Machines are easily replicable

d A copy of VM has been distributed to the developers

(1 Oracle VM system is fast and reliable and free for
small installations

1 The OVM system can ensure high availability

1 The Virtualization System is less expensive than
“real” system in term of Cost, Time and Power

1 It can run more than 20 VMs in 3 physical servers

(d Oracle VM allows to have a single control console to
easily manage multiple servers OVMS and dozens of
Virtual Machines.
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Internet

[ astrisin.iasfbo.inaf.it }

IASFBO

< Public LAN iasfbo.inaf.it

ASTRI Off-Site ICT Infrastructures

| VRN

IASFBO OVM system

[ slnomc.astrivpn.com

T

[ sIntmcdb.astrivpn.com

ORACLE"
VM

san0l.giano.iasfbo

Priv. LAN giano.iasfbo
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el ASTRI Off-Site ICT Infrastructures

OVM MANAGER

Internet/
IASFBO

SAN HA ISCSI
STORAGE
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ASTRI Off-Site ICT Infrastructures

1 Oracle VM Manager

Server SuperMicro X7DLV-E-B 2 Case 1U CPU Xeon
5140 64bit 2.33GHz 4MB 1333Mhz BUS dual core
8GB RAM 667MHz 4x2GB dual ch. HW RAID 2 HDD
SATA |1 300 GB RAID1 2x LAN 1Gbit. IPMI

3 Virtualizzation Servers

DELL PowerEdge R620 Case 1U , Processors 2x6
core:Intel Xeon E5-2620v2 2.1GHz, 15M Cache,
7.2GT/s RAM 128GB. 4x1Gbit LAN. IDRAC7
Storage Area Network System (SAN)

DotHill 2U 12Bay 8 x iSCSI-1Gb to SAS 2GB Dual
Controller System. 6 x HDD 2TB SAS 7.200 RPM in
RAID 6 configuration. Redundant Control System.
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The ASTRI Telescopes for CTA

First step, the ASTRI mini-array:

* At least 9 ASTRI telescopes
proposed to be implemented as
part of the early implementation
of the CTA Southern Site

Final aim:

e At least 35 ASTRI telescopes on 70
SSTs foreseen for the CTA Southern
Site.
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ASTRI Mini Array Computing Schema

Credits: E4 Company

_ = == === N
/ \
| |
I 1Gb ! DAQ
| Camera

SerYe -
| t+per Telescopd)Gb =
OUTSIDE AREA
N /
- - -1 - - = = Stora_?e Server
2x1Gb (on-site Storage 250TE)
= l 1Gb
Telescope Control

& Monitor Server

G

Archive ;
& Analisys Frontier Server
EU (gridftp, ftp,ssh)

)
BJ

1Gb
2X10 Gb

10Gb
J nnmnmm - Compute Nodes
VM for net services & (on-site cluster)
CED Monitor 6 CPU+GPU node
Management
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ASTRI Mini Array Servers

Server categories

1. Camera Server

2. Central DAQ

3. Trigger (Timing)

4. Observatory, Telescope and Camera Control and
monitoring

5. On-Site Analysis
6. On-Site Storage
/. Service Servers

For each of these categories we will have to
determine the number of required servers and
their characteristics

F.Gianotti (ASTRI for CTA) — INAF ICT Workshop, Bologna, Italy November 2017



ASTRI Mini Array Servers

Server main caracteristics

* CPU, CPU Core

e RAM

 HD and HD Capacity

 RAID and RAID Level

* Network type and Number of Interface

After this:

* Choosing the server model respecting the
desired performance the necessary reliability

* Trying to standardize as much as possible servers
in a few different models
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ASTRI Mini Array Network

Network main caracteristics

LAN

* Realized by 1-10Gbit/s Ethernet switch

* Dimensioned according to the number of expected
servers

* Telescope to Server Room connection
* Fiber Optics LAN connection -> we will refer to the
documents produced by CTA
* Internet we should have:

e 2-4 public IPv4 addresses with global connection
speeds of 100Mbit / s. For VPN, NAT and frontiera
Servers

* 1-2 public IPv4 addresses with global connection
speeds of 1Gbit / s for data transfer.

Timing LAN: low-latency network for the time and the
trigger distribution

* 1Gbit/s Dedicated switch (white rabbit)
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> ASTRI Mini Array Data Center Container

Data Center in a BOX
Assembled at home, just connect the data network
and the power and turn on

Container -> L 6050-8000 x A 3250 x P 3000

1. Rack L 600 x A 2000 x P 1000 mm 6058
2. UPS Rack —
3. Electrical board i = S B - i
4. Fire system 6 K : E.u —— J 8
5. Lighting \:Z — 3 @ ANRE 1 1 1 1 s
6. Cooling System il 2 88
7. Access control N
8. Air Pressure Control K u T

Nt | ag |,

H = EE \ . '

Credits: Rittal Italia
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From ASTRI to CTA

CONCLUSIONS:

= |CTis an integral and fundamental part of the ASTRI
prototype that contributed to its realization and

development.

= ASTRIICT has been fully developed by INAF, taking
into account the requirements for CTA both HW and
SW

" The experience with the ICT prototype will allow us
to make a fundamental contribution to the
realization of CTA and in particular of the ASTRI

Mini-Array.
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cta _

cherenkov telescope array T
& !

Thank you
for your attention!

We gratefully acknowledge financial support from the agencies and organizations listed here:

http://www.cta-observatory.org/consortium_acknowledgments/
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A-SciSoft functional design

EVT0,/ MCO CALO / SCI-TECHO / CALDB | DLO From raw data to

—

| CALIBRATION |
A

| Tel. Camera Calibration & Quality Checks | astricalext / astrical =
! science products
~ EVT1a/MCla/ CAL1/SCI-TECH1a ’
| Tel. Image Cleaning & Parameters & Pointing | astric/eanpar
| EVI1b/ MClb/ SCHTECHIb / CALDB | Organized in independent

| Tel. LUTs & Shower Reconstruction | astrilutssT / astrireco’’ eXGCUtable mOdUIeS a”OWing an
| EVTIc/MCLe/LUTL/SCHTECHL: | easier development and
| Array Data Merging & Parameters | astrimer m a I n te n a n Ce

ST=SINGLE-TELESCOPE-MODE

| RECONSTRUCTION |
A

‘ EVT2a /MC2a / SCI-TECH2a / CALDB ’ DL2a

Modules can be run in that
=z | Order in cascade by an astri-
pipe super module (wrapper)

| Array LUTs & Shower Reconstruction | astriluts® / astrireco?

f

— | EVT2b/MC2b /LUT2 / SCI-TECH2b / CALDB

v
)
g - | Array Event-Lists & IRFs / GTI Generation | astrii[f / astriana
g L
— EVT3 / IRFs / SCI-TECH3 DL3 Rely on IRAF parameters
o
E - | Detection / Spectra / Skymaps / Light-Curves | ASTRI Science Tools / ctools
o
7]

SCIENCE PRODUCTS

l

Breakdown stages; Executable modules; 1/0 Data level.
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ASTRI SST-2M Camera Server DAQ

ASTRI CAMERA SERVER LOCAL ARCHIVE

Acquired Files - Measure Plan - IW - ipelines - Swcomponents - Data types

Actions I\/nyiles
Please insert the dates in the format: yyyy- Last
mm-dd HH:MM:SS d M Sequence ., Status E Startdat Enddat, Creationdate Opencl Updat s tid Actions
If you filter on the date please insert the easure Number Hlename atus rror artdate n ate reationdate penciose T-p ate wcomponent
lower and upper limits. ‘me
If you filter on the measure please insert 1004 788 0 astri 000 01 003 00001 I 000459 9.raw 1 2017-10-19  2017-10-19 2017-10-19 0 2017-10-19 1 View
Origin program and Observations IDs. 01:29:46 01:30:59 01:29:46 01:30:59
1005 789 0 astri_000 01 003 00001 R 000459 9.raw 2 2017-10-19  2017-10-19 2017-10-19 0 2017-10-19 1 View
01:31:00 02:01:22 01:31:00 02:01:22
1006 790 0 astri_ 000 01 003 00001 I 000460 9.raw 1 2017-10-19  2017-10-19 2017-10-19 0 2017-10-19 1 View
02:01:23 02:02:18 02:01:23 02:02:18
and :
1007 791 0 astri_ 000 01 003 00001 R 000460 9.raw 2 2017-10-19  2017-10-19 2017-10-19 0 2017-10-19 1 View
02:02:19 03:02:07 02:02:19 03:02:07
1008 792 0 astri_ 000 01 003 00001 I 000461 9.raw 1 2017-10-19  2017-10-19 2017-10-19 0 2017-10-19 1 View
R . 03:02:08 03:03:26 03:02:08 03:03:26
Origin
1009 793 0 astri_000 01 003 00001 R 000461 9.raw 2 2017-10-19  2017-10-15 2017-10-19 0 2017-10-19 1 View
03:03:27 03:13:58 03:03:27 03:13:58
Program ID 1010 794 0 astri 000 01 003 00001 I 000462 9.raw 1 2017-10-19  2017-10-19 2017-10-19 0 2017-10-19 1 View
03:13:59 03:14:54 03:13:59 03:14:54
1011 795 0 astri_ 000 01 003 00001 R 000462 9.raw 2 2017-10-19  2017-10-19 2017-10-19 0 2017-10-19 1 View
03:14:55 03:27:42 03:14:55 03:27:42
1012 796 0 astri_ 000 01 003 00001 I 000463 9.raw 1 2017-10-19  2017-10-19 2017-10-19 0 2017-10-19 1 View
Apply filter 03:27:43 03:28:26 03:27:43 03:28:26
1013 797 0 astri_ 000 01 003 00001 R 000463 9.raw 2 2017-10-19  2017-10-19 2017-10-19 0 2017-10-19 1 View
03:28:27 04:47:41 03:28:27 04:47:41
1014 708 0 astri 000 01 002 00001 T 000464 9.raw 1 2017-10-19 2017-10-19 1 2017-10-19 1 | View |

astri 000 01 003 00001 I 000459 9.raw 1 2017-10-19 2017-10-19 2017-10-19

01:29:46 01:30:59 01:29:448
17:43:33 18:03:19 19:43:46 20:03:41

1020 02 0 astri_ 000 01 003 00001 I 000467 9.raw 1 2017-10-19 2017-10-19 2017-10-19 0 2017-10-19 1 View
20:03:36 21:02:51 20:03:36 21:02:51

1021 02 0 astri_ 000 01 003 00001 I 000467 000 1001.lv0 1 2017-10-19 2017-10-19 2017-10-19 0 2017-10-19 14 View
18:24:47 19:00:39 20:24:47 21:02:58

1022 03 0 astri_ 000 01 003 00001 R 000467 9.raw 2 2017-10-19 2017-10-19 2017-10-19 0 2017-10-19 1 View

The ASTRI DAQ Local GUIs — persistence display
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ASTY2N

ASTRI Camera Server DAQ Hardware

CAMERA Server SLN:
d Case 4U Supermicro SuperChassis Rack Montable 2000W Redundant power,

oDoo0 OO0 0000

8 bay for SAS/SATA HD. GPU XEON PHI Compliant

MB SuperMicro Dual Xeon

CPU -> 2 x Xeon 10-Cores 20 Threads 2,3Ghz 25MB 9,6GT/s QPI
64 GB RAM -> 4 x DDR3-2133 Reg. ECC 16 GB module

Storage RAID- > 1 x Adaptec 6805 Raid
SAS/SATA 8Port PCI-EX

2HD 1TB SATA Il RAID1 for SO
6HD 4TB SAS Il RAID10 for DATA (16TB Gross)

Video Board 1 x PNY Quadro K2200 PCI EX
4GB DDR5

IPMI2 KVM dedicated LAN
2x LAN 1Gbit Intel i350 (INTEL PRO 1000)
2x 10Gbit SFP+ ports
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ASTRI Camera Server DAQ Hardware

Camera Workstation (in lab) and Camera Server (SLN)
Benefits:
very powerful, reliable and expandable WS
Dual Xeon 12-20 core 24-40 Thread
RAM 32-64GB
SL 6.x and CentOS 7.x Certified
Large capacity and storage performance RAID10
Separate RAID1 HD for OS
Hot-Swap HD
Option to install GPU or XEON PHI Accelerators
Good graphics power 2D/3D OpenGL
5 years of on-site support
WS:VERY SILENT ! Like a last generation PC!
Server: Redundant Power + IPMI
Disadvantage:

O Large size and weight

oo ooo0oo
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ASTRI On-Site ICT Infrastructures

It takes only 3 servers to handle the On-Site analysis of ASTRI in Serra la Nave
C 1x Storage Server 24x4TB HD (40TB RAID10 Space + 2Spare)
o 2x CPU+ GPU Server 2xNVIDIA K40 (28 CPU Core => 56 Thread + 2880 CUDA Cores)

* To reduce costs will not be expected server or spare parts only a few disks
* The server must have a minimum warranty of 5 years NBD

* The reliability depend on a good Monitoring and Remote Control:
*  LABS Monitoring System plus IPMI, HD & RAID Monitor
*  Generate an E-mail and/or a SMS every significant event

* Solutions with hot or cold redundancy will be provided only at the level of mini-array/CTA

* Storage Requires

0.8TB/night compressed _ 1xStorage Server 24x3TB HD
Data transfer to permanent archive every 7-14 Day

About 15 day of data in the storage
5TB of Montecarlo Data
=> 17TB of RAID10 Storage with 2 hot spare => ) f ¢

14x4TB HD

* The storage server will also be used as a backup 10Gbit Eth.
server and data transfer 1xCPU-GPU 20Core 256GB

* Datato be transferred 0.2TBx15= 3TB 4x3TB HD RAM Servers+NVIDIA K40

* Server Configuration Backup 4x3TB HD

—>
*  Total about 22 34TB HD é_; <> m
. Computlng Requires : :
We must provide 2 CPU-GPU server with 20 Core .
40 Thread 256GB RAM and 1xNVDIA K40 GPU é’;cl\;’% GPU 20Core 256GB > 4Ghit Eth
* The computing servers have been designed taking ervers ! :

as an example those already purchased in Rome for , |
the analysis SW development and testing. 5_.
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ASTRI Mini Array Servers

10 ASTRI Telescope Case

10xCamera Server

3xCentral DAQ

2xTrigger (Timing)

8xObservatory, Telescope and Camera Control and
monitoring

6xOn-Site Analysis

4x On-Site Storage ( 250TB avaiable)

3x Service Servers + 1 SAN (20TB)

4x10Gbit + 4x1Gbit network switch

4 x 42 Unit computer rack

8x 10KW/h UPS

Electrical power 35KW (TBV) excluding Cooling
Everything can fit in a Data Center Container (see
slide 5)

Cost -> less than 700KE tax included excluding
container
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ASTRI, the acronyms and the project

Glass Cold-Shaping technology

ASTRI, the acronym ...

nnnnnnnnnnnnnnnnnnnnnnnnnnnnn

"Astrofisica con Specchi a \ \. .

Tecnologia Replicante Italiana”

(Astrophysics with Mirrors via
Italian Replication Technology) - —

... but ASTRI is more than this ...

-

an end-to-end ASTRI telescope prototype of the CTA small-sized telescopes in a
dual-mirror Schwarschild-Couder configuration (the prototype is installed in Italy),

a set of at least nine ASTRI telescopes proposed to be installed at the CTA Southern

site as part of the initial partial CTA array ...

... aiming at the construction of at least 35 out of the 70 small-sized telescopes

envisaged for the CTA Southern site

ﬁhe main goals of the INAF-led ASTRI project are the design, development and deployment of: \

_/

Pareschi et al. 2013
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The ASTRI SST-2M telescope prototype is
installed in Italy at the INAF observing
station ‘M.C. Fracastoro’ located in Serra La

Nave (Mt. Etna, Sicily), 1740 m a.s.l.

(inauguration on 24 September 2014).

Gamma-
ray

Particle
shower

<&
$®
0.\
&
o /
8
)
&

10 ns snapshot

IACT, Image Atmospheric Cherenkov Technique/Telescope

The ASTRI SST-2M telescope works like every IACT telescope by imaging the
very short flash of Cherenkov radiation generated by the cascade of relativistic
charged particles produced when a very-high-energy gamma-ray strikes the
atmosphere. The collecting mirror system reflects the Cherenkov light to a
high-speed camera that digitizes and records the image of the shower.

What are its technological solutions?

M.C. Maccarone (ASTRI for CTA) — 35% ICRC, Busan, Korea, 12-20 July 2017



ASTRI telescopes towards the CTA construction

All components of the ASTRI SST-2M telescope prototype have been developed in view of
the ASTRI telescopes array configuration proposed for the CTA southern site.

Furthermore, thanks to the experience acquired
with the prototype, technological improvements
in the ASTRI telescopes for CTA will be applied:

* Telescope structure: lightened
* Active Mirror Control: simplified

* Coating of the mirrors: optimized even in
function of the protection window material

* SiPM sensors: upgraded at their last useful
version

e CITIROC: upgraded version for time-tag

ASTRI Timetable:

* Scheduled production of the first telescope structure 2 End 2017
» Camera for the first telescope - Autumn 2018

* First telescope implemented at the CTA Southern site 2> 2019
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Conclusions

. » The ASTRI SST-2M end-to-end telescope
prototype installed in Italy has already
successfully confirmed the expectations
related to its technological solutions.

* The science verification phase will start
early Autumn 2017.

* The development of the ASTRI telescopes for the CTA
southern site is already ongoing aiming to install the
first telescope in 2019.

* Final aim of the ASTRI project is the construction of at
least 35 out of the 70 small-sized telescopes
envisaged for the CTA Southern site.

Work IS In progress
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B ASTRI SST-2M: data analysis and archive

Calibration (telescope-wise) The ASTRI Scientific Software:

Apply data calibration algorithms and
perform data quality checks

< can handle real and MC data for
both prototype and mini-array

: — HEGRA (Ap) 614)

v < follows the general CTA design and -

Reconstruction data model scheme defined in CTA P
(telescope-wise) Data Management
Image cleaning and parameterization + % is developed for on-line/on-site/ g,

single-telescope event reconstruction

A off-site data reduction pipelines . 0 I
(array-WIse) B PRELIMINARY {
Stereo parameters and reconstruction < manages FITS data from DLO to DL4 Sl o eon: Moz
(event direction, energy, classification) (cfitsio/CCfits libraries) w !

Energy (TeV)

025

(for mini-array, DLO in RAW format)
y
- & is wri .
oo is written in C++/Python/CUDA
Production of gamma event list, < canrun on x86 / ARM CPUs &

(5.8 hours) sky
ols task. Right:

IRFs and good time intervals (GTI) NVIDIA GPUs la obtained with
l < is developed in independent € line reprints the best-fit
software modules linked by .
: zation of the Crab Nebula
Science pipelines written in Python f

Production of detection plots, spectra,

sky maps, light curves < makes use of ad hoc and

ASTRI

&

[ ] (=]
CALIBRA T#® N

' DATA MODEL
A-SciSoft: the ASTRI data reco.truction and et
analysis system organized in four distinct functional =S .
breakdown stages Pr—— 1
ASTRI Archive and Data Base: take care e osan |
of the full data chain produced by the different o0 ¢
scientific devices at different analysis steps Lt ASTR DAERON S

M.C. Maccarone (ASTRI for CTA) — 35% ICRC, Busan, Korea, 12-20 July 2017



ASTRI SS

OPERATIONAI GUI

MONITORING

m m I —

2000 o,

§2Reeesagee

Telescope Control System
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