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Cos’è 
l’Intelligenza?



Cos’è l’Intelligenza
Artificiale?

La scienza di far fare alle macchine cose che richiederebbero intelligenza se fatte da un uomo.

M. L. Minsky

Un sistema di intelligenza artificiale è un sistema [digitale] che, per obiettivi espliciti o impliciti, 
deduce, dall'input che riceve, come generare output come previsioni, contenuti, raccomandazioni o 
decisioni che possono influenzare ambienti fisici o virtuali. I diversi sistemi di intelligenza artificiale 
variano nei loro livelli di autonomia e adattabilità dopo il dispiegamento.

OECD



Usi della tecnologia



Da dove siamo partiti?



… e ora dove 
siamo?

Algoritmi e formalismi disponibili dagli anni 40

Oggi in più abbiamo:

• Potere computazionale

• Disponibilità di dati



Rosso di sera, bel 
tempo si spera…
e Machine Learning

•

•



Neuroni

• McCulloch, W.S. and Pitts, 
W., 1943. A logical calculus 
of the ideas immanent in 
nervous activity. The bulletin 
of mathematical 
biophysics, 5, pp.115-133.



Machine 
Learning
Il machine learning necessita di 
una grande quantità di dati per 
allenare modelli predittivi
(probabilistici) robusti, ma anche
di grandi/enormi risorse
energetiche ed finanziarie



Cosa sono
gli LLM?

Sono modelli addestrati su 
grandi quantità di testo in 
modo che apprendano 
l'insieme di relazioni 
statistiche tra le parole



Ma come 
funzionano?

Fonte: Alammar, J (2018). The Illustrated Transformer [Blog post]. Retrieved from https://jalammar.github.io/illustrated-transformer/
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Multimediali



Rischi

• Poche o nessuna 
informazione su come 
vengono sviluppati i nuovi 
modelli

• Rapida diffusione degli 
strumenti

• Fake news

• Persuasione

• Influenza sulle preferenze

• Spinta gentile (Nudging)



Esempio Ghiblification

Fonte grafico: Jones, Nicola. "How to stop data centres from 

gobbling up the world’s electricity.” Nature 561.7722 (2018): 163-

166.

GHIBLI



Scarico cognitivo

Scarico cognitivo (in inglese cognitive offloading) è il processo 
mediante il quale una persona delega compiti mentali a 
strumenti esterni, come agende, dispositivi digitali o appunti, 
per ridurre il carico sulla memoria e sull’attenzione.

Sources: 

• Heersmink, Richard. "Use of large language models might affect our cognitive skills." Nature 
Human Behaviour 8, no. 5 (2024): 805-806.

• Gerlich, Michael. "AI Tools in Society: Impacts on Cognitive Offloading and the Future of 
Critical Thinking, Societies (2025).»

• “Have I Lost My Mind — or Only My Car Keys? Technology’s Effect on Memory: How to Memorize 
Things, Improve Memory, Forgetting Things.” Pinterest, August 16, 
2015. https://www.pinterest.com/pin/358880664034293301/.

https://www.pinterest.com/pin/358880664034293301/


Your Brain 
on ChatGPT

Un recente studio dimostra 
che l’uso di LLM riduce:

• Pensiero critico

• L’utilizzo di alcune 
zone encefaliche 

• L’ingaggio cognitivo

• La capacità di citare il 
proprio lavoro



… allora
facciamo
finta che
non esista?

Risposta: Non avrebbe
senso!



Malintesi

• Vocabolario antropico
• Può causare confusione o malintesi

• Uso metaforico delle esperienze umane

• Autonomia: dal greco antico autos, “egli 
stesso” e nomos, “legge”. Nel suo senso più 
generale, il potere di dar legge a sé stesso

• Non è autonoma, necessità di un input e 
di obiettivi

• Democratizzazione della tecnologia
• E.g., GPT-4o e tecnologia empatica



Agere sine Intelligere

• A.I. = “Agere sine Intelligere” 

• Separazione tra azione e responsabilità

• Questioni etico/sociali

Source: https://www.pandorarivista.it/articoli/intelligenza-
artificiale-di-luciano-floridi-e-federico-cabitza/



Pensiero 
critico

• Il pensiero critico è la capacità di 
valutare oggettivamente 
informazioni, argomenti e situazioni, 
riconoscendo pregiudizi e fattori di 
influenza, per formare un giudizio 
solido e verificabile empiricamente. 
In sostanza, è l'abilità di pensare in 
modo chiaro, razionale e 
indipendente, senza accontentarsi di 
informazioni superficiali o pregiudizi. 



Pensiero
critico vs AI

• Valutare l’informazione

• Conoscere la tecnologia

• Potenziamento delle capacità NON 
sostituzione



Proprietà 
intellettuale

• De Robbio, A. and Corradi, A., 
2010. Biobanche in bilico tra 
proprietà privata e beni comuni: 
brevetti o open data 
sharing?. JLIS. it: Italian Journal 
of Library, Archives and 
Information Science. Rivista 
italiana di biblioteconomia, 
archivistica e scienza 
dell'informazione, 1(2), pp.305-
329.



Le difficoltà del diritto

La rapidissima evoluzione tecnologica crea sfide significative per il 
legislatore. L’attuale quadro normativo incontra difficoltà nel:

• Identificare l’autore di opere generate da sistemi di AI

• Attribuire responsabilità per contenuti dannosi o discriminatori prodotti 
automaticamente

• Regolamentare l’uso dei dati di addestramento, spesso raccolti online senza 
consenso

• Tutela dei diritti delle persone, anche rispetto a usi impropri come i deepfake

Il risultato è una crescente “zona grigia” normativa, che espone le 
aziende a rischi di sanzioni, contenziosi civili e danni reputazionali.



L’AI non è un soggetto giuridico

Secondo la normativa europea e italiana, l’AI non è titolare di diritti o 
doveri. Di conseguenza:

• Non può essere considerata autrice di un’opera  nessun diritto d’autore

• Non può essere responsabile diretta per contenuti illeciti o dannosi

• La responsabilità ricade su chi sviluppa, implementa o utilizza il sistema

Questa impostazione è confermata dall’AI Act, che attribuisce la 
responsabilità a sviluppatori, fornitori e utenti professionali



Responsabilità

Chi è responsabile nell’uso dell’AI:
• Fornitore della piattaforma (es. AI generativa), se distribuisce un sistema 

difettoso o non conforme

• Azienda che integra l’AI, se utilizza gli output in comunicazioni, contratti o 
decisioni

• Utente finale, se produce consapevolmente contenuti dannosi o ne fa uso 
improprio



Le opere create da AI sono protette dal 
diritto d’autore?
• La risposta breve è: no, almeno non direttamente. Secondo il diritto 

d’autore europeo (Direttiva 2001/29/CE) e la normativa italiana, un’opera è 
protetta solo se:
• Originale, frutto di scelte creative autonome
• Attribuibile a una persona fisica, che ne sia autrice

• Quindi, un contenuto generato interamente da AI (testo, immagine, codice) 
non gode di protezione autonoma. Tuttavia:
• Se l’utente interviene in modo creativo e significativo (es. editing, composizione, 

scelta dei prompt), può rivendicare una forma di titolarità

• Alcuni strumenti (es. Adobe Firefly, Canva AI) prevedono clausole 
contrattuali che assegnano diritti d’uso all’utente, anche se non pieni diritti 
d’autore



UNESCO framework per docenti e studenti



Esempi: Scenesnap



Esempi



Diverse iniziative



Sfide Future e Confini Etici

• Regolamentazione e Governance: Necessità di normative e linee 
guida

• Responsabilità e Trasparenza: Chi è responsabile delle decisioni 
dell'AI?

• Dibattito Etico: L’etica come anticipatore nelle situazioni dove la 
norma è mancante o lacunosa



4. Rispettare gli standard legali ed 
etici

• Prevenire il plagio e cita 
correttamente le fonti.

• Seguire le normative 
europee e nazionali.

5. Apprendimento continuo

• Rimanere aggiornati sulle 
migliori pratiche e 
sull’impatto ambientale.

• Usare gli strumenti di IA in 
modo efficiente e 
responsabile.

6. Evitare usi sensibili

• Non utilizzare l’IA per la 
revisione tra pari o la 
valutazione di proposte.

1. Mantienere la responsabilità

1. Rimanere responsabile di 
tutti i risultati scientifici.

2. Gli strumenti di IA non sono 
autori.

2. Garantire la trasparenza

1. Indicare quali strumenti di IA 
sono stati utilizzati, come e 
con quale impatto.

2. Condividere i prompt e gli 
output quando possibile 
(Open Science).

3. Proteggere la privacy e la 
proprietà intellettuale

1. Evitare di caricare dati 
sensibili o non pubblicati su 
sistemi di IA esterni.

2. Rispettare le leggi sulla 
protezione dei dati e sulla 
proprietà intellettuale.



Approcci

Approcci locali o nazionali insufficienti

• Attori non localizzabili

• Dotazione tecnico-economiche superiori 
ai singoli stati

Iniziative di organizzazioni internazionali 
assenti, scarse o molto limitate (UN, 
UNESCO, WTO, etc.)

“Il global standard” – Andrea Simoncini

Civiltà delle Macchine, 1 - 2024



AI Act

• Obiettivo generale
Regolare lo sviluppo e l'uso dell'intelligenza 
artificiale nell'Unione Europea, garantendo la 
tutela della salute, della sicurezza e dei diritti 
fondamentali.

• Classificazione dei sistemi di IA
Basata sui rischi legati all'uso, non alla 
tecnologia. Si distinguono sistemi a rischio 
minimo, limitato, alto e inaccettabile

• Governance
Si istituiscono nuove strutture a livello europeo 
e nazionale per garantire l'applicazione e il 
monitoraggio del regolamento.

• AI Regulatory Sandboxes
Vengono istituiti per agevolare l'accesso al 
mercato europeo delle PMI e delle start-up che 
sviluppano tecnologie IA.



Grazie

Andrea Loreggia

University of Brescia / Trustworthy AI Lab

andrea.loreggia@unibs.it



Thanks…
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