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Scientific Rationale
- Some observe spectra, some observe variability. Is it 
possible to use the full information?

- Example: a variable accretion flow that propagates 
through an atmosphere (corona), that illuminates 
the accretion disk and gets reflected. Can we 
disentangle the emission regions?

- Stingray: ease the learning curve for advanced 
spectral-timing techniques, with a correct statistical 
framework

Huppenkothen et al. (2019)
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Bachetti et al. (2024)
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Technical Objectives, Methodologies, and Solutions:  
what is able to do 
•“Timing” analysis

• Pulsation searches and timing
• Aperiodic variability, periodogram modelling (ML, Bayesian)

•Spectral analysis -> connect to Xspec, Sherpa
• Continuum modeling
• Broad lines (e.g. Fe complex, cyclotron lines)

•Polarimetry
•Spectral-timing techniques:

• Time/Phase lags 
• Coherence
• Covariance 
• etc.

… all with instrument awareness
• Be aware of instrumental systematics: dead time, frame time, good 

time intervals, etc.
• Mission support



Technical Objectives, Methodologies, and Solutions: 
an open development model

• Github-based workflow:
• Issue tracking
• Assignments
• Pull Requests

• Community outreach:
• Public Slack channel
• Talks
• Hackatons/Tutorials
• OpenAstronomy involvement
• Astropy affiliated package

• Developers:
• Astronomers
• Google Summer of Code students

Google Summer of Code  
2016, 2017, 2018, 2020, 
2021, 2022, 2023, 2024, 

2025
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Technical Objectives, Methodologies, and Solutions: 
reliability and performance testing

• Code correctness
• Test-based development
• Literature reproduction

• Regression testing: continuous integration with Github 
Actions and tox

• Unit tests
• Integration tests

• Performance
• Profiling: line_profiler, %time, memory_profiler, etc. 
• Small-dataset testing (< RAM): verify “acceptable” 
execution times
• Scalability for larger-than-RAM datasets

• Documentation
• Use Sphinx + Github Actions for automatic docs 
building
• Linkcheck for periodic link checking in the docs
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Main Results

LARGE data sets (> 32GB) SMALL data sets (< 32GB)

1.Data loading 

2.Parallelisation

1. GPU porting
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Main Results: LARGE data sets (> 32GB)
1. Data loading
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-Multiprocessing implementation

1. Data loading 
2. Parallelisation

Main Results: LARGE data sets



- Multiprocessing implementation

The main process spawns M 
processes and splits the N time 

intervals among them in an unordered 
way 

= M t_spawn
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Main  
process

Process #1 Process #2 Process #3 Process #4

1

Main Results: LARGE data sets
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- Multiprocessing implementation

Nodes calculate the periodograms for 
every single time interval, summing 

them and send back the results to the 
main process

= N/M t_per+ (N/M -1) t_sum +M t_commProcess #1 Process #2 Process #3 Process #4

Main  
process

2

Main Results: LARGE data sets
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- Multiprocessing implementation

The main process calculates the weighted 
average periodogram

= (M -1) t_sum

Process #1 Process #2 Process #3 Process #4

Main  
process 3

Main Results: LARGE data sets
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-MPI implementation

1. Data loading 
2. Parallelisation

Main Results: LARGE data sets



- MPI implementation

Node #1

Node #1

The first node (Node #1) splits the N 
time intervals among all the nodes, 

including itself 
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As in multiprocessing, each node 
calculates a Bartlett periodogram for 

its time intervals

= N/M t_per

1

2
Node #2 Node #3 Node #4

Main Results: LARGE data sets



- MPI implementation
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Nodes do not communicate their results to 
the first node, but they undergo instead to 
some intermediate steps where pairs of 

results are averaged together

= log2 M t_sum

Node #1 Node #2 Node #3 Node #4

Node #1 Node #3

Node #1

= (N/M -1) t_sum + log2 M t_comm

3

Main Results: LARGE data sets



Main Results
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Main Results: LARGE data sets

MPI is faster 
than the multiprocessing
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Main Results: SMALL data set (< 32GB)

Porting in GPU?
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Main Results: SMALL data set (< 32GB)

Porting in GPU?

Not convenient :(
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Main Results: SMALL data set (< 32GB)

What about adding the FFT?
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Conclusions and final steps

LARGE data sets (> 32GB)

1.Data loading 

2.Parallelisation

Implementation and BM

Include it in the codebase NEXT



1. GPU porting seems to be not 
suitable

?
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Conclusions and final steps

LARGE data sets (> 32GB)

1.Data loading 

2.Parallelisation

Implementation and BM

Include it in the codebase NEXT

SMALL data sets (< 32GB)

?? ?
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Conclusions and final steps: future for Stingray

Kashish Shrivastav
GSoC 2025 with OpenAstronomy

Matteo Bachetti, 
Fergus Baker 

and
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Very latest results: Dave resurrection!

DAVE (Data Analysis of Variable Events) is a 
GUI built on top of Stingray.

Its goal is to enable scientists to explore 
astronomical X-Ray observations and to 

analyse the data in a graphical environment.
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Very latest results: Dave resurrection!

Kartik Mandar

&

Matteo Bachetti

Google Summer of Code  
2024

https://github.com/StingraySoftware/dave/pull/79



Thank you!


