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log scale 

Astrophysics is about large distances

Stellar astrophysics Galaxy Evolution CosmologySolar System and 
Planetary Science (incl. 

exoplanets)



Human Memory ~ 1 Gb
1 Tb = 2 Books

Vera Rubin Observatory,
will observe half of the night sky, 
will produce ~ 20 Tb/night
In 10 years will produce 500 Pb of data

2026 Future

Square Kilometer Array,
will produce 1 Million Tb of 
raw data per second

… and large numbers



Outline

Process (huge) multi-D data
Classical Computer Vision, multi-

modal data

Accurate Inference 
(with errors!)

Normalizing flows/ invertible networks

Are our theoretical models 
good enough?
Domain adaptation

Accelerate Discovery
Replace astronomers by machines 

...
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Analysis of 3D data-cubes

Classification (e.g. different 
kinds of nebulae)
SegmentationTheoretical model of an 

astrophysical plasma
Model spectra taking 
observational factors into account

Typical data:
~106 spatial elements
~103 spectral elements



Bracci+(in prep)

Nearby galaxy M33
24 MUSE pointings (PI Cresci)
➢ 2×106 spectra

1

MUSE data, Hɑ [SII] [OIII] 

A case study 
of M33

ML classification, HII SNR/DIG PNe Segmentation
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Spectra

Imaging data
Low-dimensional 
representation of data
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Going multi-modal

Ginolfi+24
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The Inverse Problem

Prediction of data
Models,
Physical 

theory

Initial conditions
Parameters

The Inverse Problem

A typical approach requires writing the 
likelihood and exploring a high-
dimensional parameters space (e.g. 
with MCMC)

x = f-1(y)

y = f(x)
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Inference with invertible normalizing flows

Normalizing 
flow

𝑓 = 𝑎1 ∘ 𝑎2 ∘ ⋯ ∘ 𝑎𝑁

Data
Conditional normalizing flow 

Z X

ParametersLatent Space
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Candebat+24

Inferring Stellar 
Parameters
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Can I really train just on theory?

Theory Data

e.g. photoionisation models, 
videogames 

e.g. spectra of observed nebulae, 
real images

➢ Imperfect modelling of 
observational effects

➢ Missing or unknown 
physics

➢ Other simplifying 
assumptions

Domain 
Adaptation

Aligns the low-dimensional 
representations of the two 

“domains”
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A Domain Adversarial Neural Network
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4
Accelerating Discovery

All the Astronomy paper on ArXiv +
Open-Source LLM



Conclusions
• ML is be key to analyse the huge flow of data from 

current and future astronomical facilities.
•  Invertible architectures can capture degeneracies and 

perform Bayesian inference
• If we train on theoretical simulations we need to bridge 

the gap to real data
•  We are just starting to consider the potential benefits 

(&risks) of LLMs for tasks beyond data analysis
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