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The largests cosmic scales and 
the source count dipole
 

Radio source count dipole and Gaussianity have been among SKA’s 14 highlight science cases 
and there is even more reason than in 2014 to make the largest scales a prime traget for the SKA 
Fonseca et al. 2014, Schwarz et al. 2014 (AASKA14), Bacon et al. 2020 (Red Book)



Nature of cosmic dipoles
Cosmological principle 

(statistical isotropy and homogeneity)  
implies the existence of cosmic time, 
preferred rest frame, and comoving observers 

This cosmic rest frame must be universal, i.e. the 

same at different redshifts (z = 0, 1 or 1000) and the

same for all probes (CMB, AGNs, clusters, SNe, …)


Can we find this common cosmic redshift in different   
cosmological probes? 
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How to probe the nature of the CMB dipole?

Is the CMB dipole purely kinematic? 

 
CMB itself shows that high- modes are consistent 
with kinematic origin of CMB dipole




Planck 2020




Planck 2014, Saha et al. 2020  
improve via better full sky maps (foregrounds!) 
should be done by LiteBIRD, CMB-S4 lacks sky coverage 

ℓ

ℓ = 1 : v = (1.23356 ± 0.00045) × 10−3c

ℓ ≫ 1 : v = (0.996 ± 0.219) × 10−3c

Planck Collaboration: Doppler boosting of the CMB: Eppur si muove

locity of our Solar System barycentre relative to a frame, called
the CMB frame, in which the temperature dipole, a1m, vanishes.
However, in completely subtracting the dipole, this frame would
not coincide with a suitably-defined average CMB frame, in
which an observer would expect to see a dipole C1 ⇠ 10�10,
given by the Sachs-Wolfe and integrated Sachs-Wolfe e↵ects.
The velocity di↵erence between these two frames is, however,
small, at the level of 1% of our observed v.

If T 0 and n̂ 0 are the CMB temperature and direction as
viewed in the CMB frame, then the temperature in the observed
frame is given by the Lorentz transformation (see, e.g., Challinor
& van Leeuwen 2002; Sollom 2010),

T (n̂ ) =
T 0(n̂ 0)

�(1 � n̂ · �)
, (1)

where the observed direction n̂ is given by

n̂ =
n̂ 0 + [(� � 1)n̂ 0 · v̂ + ��]v̂

�(1 + n̂ 0 · �)
, (2)

and � ⌘ (1 � �2)�1/2. Expanding to linear order in � gives

T 0(n̂ 0) = T 0(n̂ � r(n̂ · �)) ⌘ T0 + �T 0(n̂ � r(n̂ · �)), (3)

so that we can write the observed temperature fluctuations as

�T (n̂ ) = T0 n̂ · � + �T 0(n̂ � r(n̂ · �))(1 + n̂ · �). (4)

Here T0 = (2.7255 ± 0.0006) K is the CMB mean temperature
(Fixsen 2009). The first term on the right-hand side of Eq. (4) is
the temperature dipole. The remaining term represents the fluc-
tuations, aberrated by deflection r(n̂ · �) and modulated by the
factor (1 + n̂ · �).

The Planck detectors can be modelled as measuring di↵er-
ential changes in the CMB intensity at frequency ⌫ given by

I⌫(⌫, n̂ ) =
2h⌫3

c2
1

exp [h⌫/kBT (n̂ )] � 1
. (5)

We can expand the measured intensity di↵erence according to

�I⌫(⌫, n̂ ) =
dI⌫
dT

�����
T0

�T (n̂ ) +
1
2

d2I⌫
dT 2

������
T0

�T 2(n̂ ) + . . . . (6)

Substituting Eq. (4) and dropping terms of order (�2) and (�T 2),
we find

�I⌫(⌫, n̂ ) =
dI⌫
dT

�����
T0

�
T0 n̂ · � + �T 0(n̂ 0)(1 + b⌫ n̂ · �)

�
, (7)

where the frequency dependent boost factor b⌫ is given by

b⌫ =
⌫

⌫0
coth

 
⌫

2⌫0

!
� 1, (8)

with ⌫0 ⌘ kBT0/h ' 57 GHz. Integrated over the Planck band-
passes for the 143 and 217 GHz channels, these e↵ective boost
factors are given by b143 = 1.961 ± 0.015, and b217 = 3.071 ±
0.018, where the uncertainties give the scatter between the indi-
vidual detector bandpasses at each frequency. We will approxi-
mate these boost factors simply as b143 = 2 and b217 = 3, which
is su�ciently accurate for the precision of our measurement.

The inferred temperature fluctuations will then be

�I⌫(⌫, n̂ )
dI⌫/dT |T0

= T0 n̂ · � + �T 0(n̂ � r(n̂ · �))(1 + b⌫ n̂ · �). (9)

Fig. 2. Decomposition of the dipole vector � in Galactic co-
ordinates. The CMB dipole direction (l, b) = (263.99�, 48.26�)
is given as �k, while two directions orthogonal to it (and each
other) are denoted as �? and �⇥. The vector �⇥ lies within the
Galactic plane.

Notice that, compared with the actual fluctuations in Eq. (4), the
modulation term in Eq. (9) has taken on a peculiar frequency de-
pendence, represented by b⌫. This has arisen due to the coupling
between the fluctuations and the dipole, T0 n̂ · �, which leads
to a second-order term in the expansion of Eq. (6). Intuitively,
the CMB temperature varies from one side of the sky to the
other at the 3 mK level. Therefore so does the calibration factor
dI⌫/dT , as represented by the second derivative d2I⌫/dT 2. We
note that such a frequency dependent modulation is not uniquely
a velocity e↵ect, but would have arisen in the presence of any
su�ciently large temperature fluctuation. Of course if we mea-
sured T (n̂ ) directly (for example by measuring I⌫(⌫, n̂ ) at a large
number of frequencies), we would measure the true fluctuations,
Eq. (4) (i.e., we would have a boost factor of b⌫ = 1).

3. Methodology

The statistical properties of the aberration-induced stretching
and compression of the CMB anisotropies are manifest in “sta-
tistically anisotropic” contributions to the covariance matrix of
the CMB, which we can use to reconstruct the velocity vec-
tor (Burles & Rappaport 2006; Kosowsky & Kahniashvili 2011;
Amendola et al. 2011). To discuss these it will be useful to in-
troduce the harmonic transform of the peculiar velocity vector,
given by

�LM =

Z
dn̂ Y⇤LM(n̂ )� · n̂ . (10)

Here �LM is only non-zero for dipole modes (with L = 1).
Although most of our equations will be written in terms of �LM ,
for simplicity of interpretation we will present results in a spe-
cific choice of basis for the three dipole modes of orthonormal
unit vectors, labelled �k (along the expected velocity direction),
�⇥ (perpendicular to �k and parallel to the Galactic plane, near
its centre), and the remaining perpendicular mode �?. The direc-
tions associated with these modes are plotted in Fig. 2.

In the statistics of the CMB fluctuations, peculiar velocity
e↵ects manifest themselves as a set of o↵-diagonal contributions
to the CMB covariance matrix:

hT`1m2 T`2m2icmb =
X

LM

(�1)M
 
`1 `2 L
m1 m2 M

!

⇥
r

(2`1 + 1)(2`2 + 1)(2L + 1)
4⇡

W�⌫`1`2L �LM , (11)
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Fig. 4. Measurements of � using combinations of the 143 and 217 GHz Planck maps, normalized using Eq. (19) and then divided
by the fiducial amplitude of � = 1.23 ⇥ 10�3. These estimates use `min = 500 and `max = 2000. In addition to the total minimum
variance estimate �̂, the measurement is also broken down into its aberration-type part, �̂, and modulation-type part, ⌧̂. Vertical lines
give the Planck measurement for the four estimates described in the text. Grey histograms give the distribution of estimates for
simulations of the 143 ⇥ 217 estimator, which do not contain peculiar velocity e↵ects (the other estimators are very similar). The
red histograms give the distribution for simulations which do contain peculiar velocity e↵ects, simulated with the fiducial direction
(along �k) and amplitude. Black triangles on the x-axis indicate the relevant component of fsky given by Eq. (20), which agrees well
with the peak of the velocity simulations.

Fig. 5. Plot of velocity amplitude estimates, similar to Fig. 4, but using an array of component-separated maps rather than specific
combinations of frequency maps. The production and characterization of these component separated maps is presented in Planck
Collaboration XII (2013). Histograms of simulation results without velocity e↵ects are overplotted in grey for each method; they
are all very similar. Vertical coloured bars correspond to the maps indicated in the legend, using the combination of our fiducial
galaxy mask (which removes approximately 30% of the sky) as well as the specific mask produced for each component separation
method. We see significant departures from the null-hypothesis simulations only in the �k direction, as expected. Vertical black lines
show the 143⇥ 217 measurement of Fig. 4. Please note the discussion about the subtleties in the normalization of these estimates in
Sect. 6. 7

Planck 2014



Kinematic source count dipole
For extragalactic sources at : 

Counts-in-cell from surveys covering large areas  
Ellis & Baldwin 1984


   


   


Power-law ansatz for  is not quite correct,

but can be easily corrected (Tiwari et al. 2015) 

zmedian > 1

dN
dΩ

( > S, e) =
dN
dΩ com

( > S) (1 + d ⋅ e + …),

d = [2 + x(1 − α)]v/c, S ∝ να,
dN
dΩ

∝ S−x

x
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of equal latitude |b|  10 deg (depending on the cell centre posi-
tion) in order to account for confusion by the Milky Way.

Additionally we mask unobserved regions, for example in
the case of TGSS-ADR1, where failed observations led to a large
unobserved region in the north-east. The combination out of
these three masks will be used as the default mask, called ‘mask
d’. Based on the local rms noise we additionally generate masks
defined by the cell averaged local rms noise of all sources in that
given cell (�b) and denote it ‘mask n’. We use the 68 percentile
of the rms maps as the upper bound and reject all cells with
higher local noise than the 68% limit. In case of the TGSS and
WENSS survey, the local rms noise is directly given in the radio
source catalogue. We find for the TGSS �68

b
= 4.10 mJy/beam

and for the WENSS �68
b
= 4.12 mJy/beam. While there is

no local rms noise for each source in the NVSS and SUMSS
source catalogue available, we adopt the mask defined in Chen
& Schwarz (2016). This mask is based on the averaged rms po-
sitional uncertainty of sources fainter than 15 mJy in the NVSS,
which traces the rms brightness fluctuations �b (Condon et al.
1998). For the NVSS, we re-scale the mask ‘NVSS65’ of Chen
& Schwarz (2016) from Nside = 32 to NNSide = 16 and named
it ’mask n’. In case of the SUMSS survey, we average the po-
sitional uncertainty per cell relative to the beam size (Chen &
Schwarz 2016)

�✓ =

s
���✓

✓2FWHM
sin
✓⇡

2
� ✓
◆

(44)

for all sources below the completeness level of S = 18 mJy.
From this positional uncertainty per cell, we define the mask by
only using the first 68% of the cells with the limit �68

✓ = 6.95 ⇥
10�2. The full, as well as the masked surveys can be seen in Fig.
6, with the full surveys in the left, ‘mask d’ in the middle and
‘mask n’ in the right column. The reduced sky coverages of the
masks are shown in Table 9.

6. Results

6.1. Expected dipole amplitude

Before we estimated the Cosmic Radio Dipole for all four sur-
veys with two di↵erent masks and di↵erent flux density thresh-
olds, we calculate the expected dipole amplitude based on the
source counts of each survey. To each survey we apply di↵erent
flux density threshold. For the TGSS we use 50, 100, 150 and
200 mJy, which are motivated by the findings of Rana & Bagla
(2019); Dolfi et al. (2019) in the terms of the angular two-point
correlation function and of Singal (2019) in terms of the Cosmic
Radio Dipole. Motivated by the findings of Rubart & Schwarz
(2013) we use the same set of flux density thresholds of 25, 35,
45 and 55 mJy for WENSS, SUMSS and NVSS. For SUMSS
and NVSS we extend the list of thresholds by 18 mJy and 15 mJy
respectively.

As denoted in Eq. (3), the source counts per solid angle and
flux density threshold can be defined as a simple power law. In
order to fit this power law, we use the least-square method of
lmfit. The results of the fit to the unmasked source counts of the
four source catalogues can be seen in Fig. 7 (top). Within 68%
confidence intervals we find for the unmasked surveys:

xTGSS = 0.86 ± 0.03, 50 mJy  S  500 mJy
xWENSS = 0.75 ± 0.03, 25 mJy  S  250 mJy
xSUMSS = 1.00 ± 0.02, 18 mJy  S  180 mJy
xNVSS = 1.04 ± 0.02, 15 mJy  S  150 mJy

(45)

Fig. 7. Integral source counts of the TGSS-ADR1, WENSS, SUMSS
and NVSS radio source catalogues, masked with ‘mask d’, as a function
of flux density. We fit a function N(> S ) / S

�x (top) and a more sophis-
ticated function dN/d⌦dS / xS

�x� log10(S/Jy) (bottom) to the counts,
which have equal step width in log10(S/Jy). The fitted range depends
on the flux threshold of the survey and extends for each survey over one
decade.

The lower bound for the fitting range is defined by the smallest
flux density threshold that we apply to each survey. The fitting
range is then extended over one decade of flux density. We ad-
ditionally perform the same fit as above, but using the surveys
masked with ‘mask d’ and ‘mask n’.

mask d
xTGSS = 0.87 ± 0.03
xWENSS = 0.76 ± 0.03
xSUMSS = 1.00 ± 0.02
xNVSS = 1.04 ± 0.02

mask n
xTGSS = 0.88 ± 0.03
xWENSS = 0.77 ± 0.03
xSUMSS = 1.00 ± 0.02
xNVSS = 1.05 ± 0.02

(46)

The fitted slopes of the source counts are consistent between
the unmasked and masked surveys, but tend to steepen within
error bars with more aggressive masks. These findings are in
good agreement with earlier studies, e.g. Rubart & Schwarz
(2013). For NVSS and SUMSS the results are additionally in
good agreement to the usual assumption of x ⇡ 1.

Based on the results in Fig. 7 (top), the assumption of a sin-
gle power law seems unlikely. Tiwari et al. (2015) suggested a
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Local structure and the cosmic radio dipole
• Simulations for SKA-MID Baseline Design included:  

Cosmic structure (LCDM), simple bias model, proper motion of observer, survey geometry


• Not included: multi-component aspect, multi-tracer aspect, bias evolution, galactic foregrounds,  
calibration systematics, errors on photo-z’s

14 David J. Bacon et al.

Table 7. Fitting coefficients for dn/dz and b(z) for a HI galaxy sample from the SKA1 Medium-Deep Band 2 Survey, for two detection
thresholds. zmax is the maximum redshift at which n(z)P(kNL)> 1, where kNL is the non-linear scale.

Survey Thres. c1 c2 c3 c4 c5 zmax Ngal/106

SKA1Medium-Deep Band 2 Survey 5σ 5.450 1.310 14.394 0.616 1.017 0.391 3.49

8σ 4.939 1.027 14.125 0.913 −0.153 0.329 2.04

CMB dipole
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w/o local structure
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Figure 10. Dipole directions (left) and histogram of dipole amplitudes (right) based on 100 LSS simulations each for a flux density threshold of 22.8µJy at 700 MHz without kinetic
dipole (pink), with kinetic dipole (purple) and with the contribution from the local structure dipole removed (red). The blue dot shows the direction of the CMB dipole. The results
are displayed in galactic coordinates and in stereographic projection.

Table 8. Binned number density and bias of HI galaxies, and
corresponding flux r.m.s. sensitivity, for the SKA1 Medium-Deep
Band 2 Survey. The assumed detection threshold is 5σ .

zmin zmax n(z) [Mpc–3] b(z) Srms [µJy]

0.0 0.1 2.73× 10−2 0.657 117.9

0.1 0.2 4.93× 10−3 0.714 109.6

0.2 0.3 9.49× 10−4 0.789 102.9

0.3 0.4 2.23× 10−4 0.876 97.5

0.4 0.5 6.44× 10−5 0.966 93.1

optimisation study to establish the optimal survey area as a
function of total survey time, finding that the Wide Band 1
Survey would optimise the survey volume that is sample vari-
ance limited, while the Medium-Deep Band 2 Survey would pro-
vide a reasonable trade-off between total volume and maximum
redshift.

Alternative number density predictions were made in Harrison
et al. (2017), using a Bayesian line-fitting method on simulated
spectra for continuum-selected galaxies (i.e. a non-blind survey).
The population of galaxies that is selected by this method is quite
different to those selected using the SNR threshold of Yahya et al.
(2015) but, coincidentally, the predicted number density curves
are very similar. Typically ∼10% of continuum galaxies (for the
Medium-Deep Band 2 Survey) will have significant detections of
the 21-cm line using this method.

We note that bright RFI from navigation satellites is expected
to impact our ability to detect HI galaxies in the redshift range
from approximately 0.09. z . 0.23, corresponding to 1164–1300
MHz. Terrestrial RFI is also expected to be present elsewhere in
the band, but at a much lower level thanks to the excellent radio-
quietness of the SKA1-MID site. Source detection algorithms can
also incorporate features to reject RFI.

4.2. Cosmological probes

The primary purpose of spectroscopic galaxy redshift surveys is
generally to measure the 3D clustering of galaxies, particularly the
Baryon Acoustic Oscillation (BAO) scale and RSD features in the
galaxy 2-point function, which we discuss below. Several other
probes will be supported by the HI galaxy survey, however, provid-
ing additional information about galaxy velocities, weak lensing
convergence, and the distribution of cosmic voids. Each of these
will require alternative analysis pipelines to be developed, with the
ability to measure marked correlation functions, galaxy sizes, and
21-cm line widths, in addition to the usual 3D position informa-
tion. While these probes will not drive the survey optimisation,
they provide new information that will enable a number of novel
cosmological analyses, and hence it is important to make sure
that they are accommodated in the survey specifications. It is also
important to ensure appropriate sky overlap with other surveys
that provide complementary information, such as optical images
(for lensing studies) and γ -ray maps (for detecting dark matter
annihilation in cross-correlation).

4.2.1. Baryon Acoustic Oscillations and RSDs

The BAO feature is a preferred scale in the clustering of galaxies,
set by sound waves emitted in the early Universe when photons
and baryons were coupled. Since the true physical scale of the
BAO is known from CMB observations, we can use the feature
as a ‘standard ruler’ to measure the cosmological expansion rate
and distance-redshift relation. This is achieved by separately mea-
suring the apparent size of the BAO feature in the transverse and
radial directions on the sky, and comparing with its known physi-
cal size [set by the size of the comoving sound horizon during the
baryon drag epoch, rs(zd)]. The radial BAO scale is sensitive to the
expansion rate,H(z), while the transverse BAO scale is sensitive to
the angular diameter distance, DA(z).

7BB"$
��((( 20�1#83�� !#��2!#��B�#�$ �7BB"$
��3!8 !#���� ���
�"0$0 ���� 	�
�!( �!03�3�5#!��7BB"$
��((( 20�1#83�� !#��2!#� �/ 8D�#$8B0�B$181�8!B7�:��8���5��3��! ����.0#������0B���
��
����$C19�2B�B!�B7��,0�1#83���,!#��B�#�$�!5�C$���0D08�01���0B

Bengaly et al. 2019; SKA Cosmology Science Working Group: Bacon et al. 2020



Radio and quasar dipoles
Radio and quasar dipoles show excess dipole 
(Blake & Wall 2002, Singal 2011, Rubart & Schwarz 2013, Tiwari et al. 2015, Singal 2019, Siewert et al. 2021, Secrest et al. 
2021, 2022, Dam et al. 2022, Wagenveld et al. 2023, Mittal et al. 2024, …)

Wagenveld, J. D., et al.: A&A 675, A72 (2023)

Fig. 7. Dipole amplitudes with 3� uncertainties compared to the ampli-
tude expected from the CMB from this work and to results from
Siewert et al. (2021) and Secrest et al. (2022). The results from the dif-
ferent works are separated by horizontal dashed lines, showing the
results from this work at the bottom.

Nside = 32 RACS map, the inferred dipole direction shifts by
�✓ = 8.8�, and the dipole amplitude increases to D = (1.94 ±
0.37) ⇥ 10�2. As such, our results cannot rule out the frequency
dependence predicted by Siewert et al. (2021), but the obtained
results from WISE AGN (Secrest et al. 2021, 2022; Dam et al.
2022) provide a strong argument against it. Though our results
are consistent with the literature, as with many works concerning
the dipole, their validity and that of the methods require further
examination.

6.1. The Poisson solution

Though we show results here that are both internally consistent
and consistent with other dipole estimates, the choice of a Pois-
son estimator might seem like an unnecessary constraint on the
data; after all, the quadratic estimator shows an adequate per-
formance and does not su↵er any loss in precision compared to
the Poisson estimator. Table 3 lists the �2 values for the obtained
results, defined by Eqs. (8) and (15) for the quadratic and Poisson
estimators, respectively. As the quadratic estimator is minimised
for a Gaussian distribution with mean equal to the variance, the
quadratic and basic Poisson estimators are expected to provide
similar values. This is indeed the case for the results in Table 3,
both in the estimated parameters and �2 values.

The value of the Poisson assumption becomes readily appar-
ent when extending the parameter space, as we do when tak-
ing into account the rms power-law relation. The main feature
of a Poisson distribution is that one parameter is necessary to
describe it, �, which is both the mean and variance of the distri-
bution. This is a strict requirement on a distribution, allowing
more freedom in other parameters which would otherwise be
degenerate with the parameters of the distribution. This means
that fitting the rms power law does not work with a quadratic
estimator for example; indeed, this latter, though minimised by
a distribution with mean equal to the variance, still allows for a
wider Gaussian distribution. As seen in Fig. 8, the distribution of
number counts without any flux density cut applied resembles a
Gaussian distribution, which is much wider than a Poisson dis-
tribution with the same mean. However, the quadratic estimator
does allow such a wide distribution, and therefore will not con-
verge on a solution that transforms this distribution to a Pois-

son distribution. Herein lies the power of the Poisson estimator,
which makes modelling and fitting of systematic e↵ects in the
data a viable alternative to cutting and masking data. Neverthe-
less, one drawback is that it is imposing a Poisson distribution on
the data, which can lead to spurious results if improperly applied.

Table 3 lists the �2/d.o.f. values of the Poisson rms estima-
tor after correction for the derived power law. The di↵erence in
distributions can be appreciated in Fig. 8, which shows the distri-
butions of the cell counts of RACS without any flux density cut
applied, along with the same distribution corrected for the rms
power law that has been fit to the data. The uncorrected counts
have a much wider distribution, which is clearly not Poisson,
with �2/d.o.f.= 13.28 for the Nside = 32 map and �2/d.o.f.= 4.49
for the Nside = 64 map. The corrected counts resemble a Poisson
distribution more closely, with �2/d.o.f.= 2.03 for the Nside = 32
map and �2/d.o.f.= 1.49 for the Nside = 64 map, but �2/d.o.f. val-
ues indicate variance is still too large for a Poisson distribution,
signifying that some residual e↵ect has not been modelled by the
estimator.

As such, the performance of the Poisson-rms estimator still
leaves some questions to be answered. The assumption that
source counts are related to sensitivity via a power law might
carry a flaw, though there can be a number of possible reasons
for this: (i) the median rms is not the best representation of the
sensitivity of the survey in a given cell; (ii) the sensitivity only
properly represents source counts down to some limit; and (iii)
not all systematic e↵ects equally impact source counts as well
as sensitivity. These factors require further examination in the
future, but remarkable already are the results when compared to
the other RACS results. It is clear that this Poisson-rms estima-
tor shows promise even in its basic form, and can be used as an
additional test of the data for any survey that has information
on the local rms. Furthermore, due to its flexibility, additional
e↵ects once characterised can easily be modelled and taken into
account by the estimator.

6.2. Residual anisotropies in the data

In dipole measurements and other statistical studies that require
large amounts of data to retrieve a statistically significant mea-
sure, it can be di�cult to visually assess whether any one fit
adequately describes the data. After all, we impose a model on
the data to which the fit is restricted. For a rudimentary visual
verification of whether or not the data follow the expected rela-
tions, we employ the hemisphere method used by Singal (2021).
This method assumes that the direction of the dipole is already
known, leaving the dipole amplitude as a function of angular
distance from the dipole direction, D✓ = D cos ✓, as the only
free parameter. To reach statistically significant number counts,
the sky is divided into two hemispheres: hemisphere N1 with
all sources between ✓ and ✓ + ⇡/2, and hemisphere N2 with all
sources between ✓ + ⇡/2 and ✓ + ⇡. The dipole amplitude as a
function of ✓ is then written as

D✓ =
N1(✓) � N2(✓)

1
2 [N1(✓) + N2(✓)]

· (16)

We determine and plot the hemisphere results for NVSS and
RACS assuming the results obtained from the Poisson estima-
tors for the individual catalogues. The hemisphere relation for
NVSS is presented in Fig. 9, which shows the data following the
expected dipole curve except for the hemispheres closest to the
dipole direction; these data reveal an increased anisotropy. This
is more pronounced in the Nside = 64 map, where both ✓ = 0� and
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Fig. 3. Best-fit dipole directions for the Poisson estimator of
NVSS (blue), RACS (red), RACS with rms power law (green), and
NVSS+RACS (purple) compared with the CMB dipole direction (black
star). Di↵erent transparency levels represent 1�, 2�, and 3� uncertain-
ties. In all cases, results from the Nside = 32 HEALPix map are shown.

Fig. 4. Best-fit dipole amplitudes with 3� uncertainties for the Pois-
son estimator of NVSS (blue), RACS (red), RACS with rms power law
(green), and NVSS+RACS (purple), compared with an expected CMB
dipole amplitude of D = 4.5 ⇥ 10�3 (black line). Both results from the
Nside = 32 and Nside = 64 HEALPix maps are shown.

by Siewert et al. (2021), di↵erent masks yield di↵erent dipole
parameters. The low �2 values for the Poisson estimators indi-
cate that a Poisson assumption is in line with the expected distri-
bution of source counts.

As the results in Table 3 indicate for both quadratic and
Poisson estimators, the results between Nside = 32 and Nside =
64 pixel sizes agree with each other within the uncertainties. Fur-
thermore, the dipole amplitudes of NVSS and RACS also agree
with each other within the uncertainties, with the dipole ampli-
tude from RACS being slightly higher. The dipole directions
between RACS and NVSS are somewhat misaligned (�✓ ⇠ 50�),
though both align with the CMB dipole direction within 3�, that
is, at �✓ ⇠ 20� and �✓ ⇠ 30� for NVSS and RACS, respectively
(see also Fig. 3). Figure 4 shows the amplitudes of the results
of the Poisson estimator on NVSS and RACS, including uncer-
tainties. In all cases, the amplitude of the dipole is 3�3.5 times
higher than the dipole amplitude expectation from the CMB. For
NVSS, the result is at 3.4� significance and for RACS at a sig-
nificance of 4.1�.

5.2. Poisson-rms estimator

As described in Sect. 3.3, we aim to account for the variation in
source counts across the survey by assuming these are described
by the rms noise of the images. For this estimator, we do not
apply the flux density cut, and instead fit a power law that relates
the rms of a cell to the number counts in that cell. The rms
of the survey is not available for NVSS, but is present in the
RACS catalogue for each source individually. We obtain the rms
of a cell by taking the median rms value of all sources within
it. We take the median rms of all cells as the reference rms,
which is �0 = 0.33 mJy beam�1. The HEALPix maps of source
counts and median rms per cell for RACS are shown in Fig. 5,
showing the variation of rms and source counts across the sur-
vey. Along with estimating the dipole parameters, the monopole
M and power-law index x are estimated as well. For RACS,
these parameters are estimated using HEALPix maps of both
Nside = 32 and Nside = 64.

The parameters for the simulated data set are estimated and
shown in Table 3. The noise variation of the simulated catalogue
is based on the Nside = 32 RACS rms map shown in Fig. 5, which
in this case means that the rms map is a perfect representation
of the noise in the catalogue. The rms estimator retrieves the
injected dipole parameters, with a much higher significance than
the standard Poisson estimator.

The results for RACS are shown in Table 3, showing a rather
large discrepancy between the two pixel scales, and with respect
to other results as well. In both cases, the dipole amplitude is
increased with respect to the quadratic and basic Poisson esti-
mators, and the direction is no longer agreeing with the direc-
tion of the CMB dipole. The Nside = 32 map seems to be less
a↵ected than the Nside = 64 map, but in both cases the dipole
direction is further away from the CMB dipole direction, with
�✓ ⇠ 40� and �✓ ⇠ 45� separation for the Nside = 32 and
Nside = 64 maps, respectively. Especially striking is the recov-
ered dipole direction of the Nside = 64 map, which is at a decli-
nation of �40 deg. This retrieved dipole direction aligns towards
the anisotropy retrieved in the simulated data with the 1 mJy flux
density threshold. Rather than pointing to an additional system-
atic e↵ect that is not modelled by the local rms, it is therefore
more likely that the median rms noise per cell does not ade-
quately represent the noise variation observed in the catalogue.

To further investigate these results, the power-law fits to the
cells are shown in Fig. 6, indicating that both power laws are
a good fit to the distribution. For the Nside = 64 map, the rela-
tion fits less well to the cells with lower number counts, possibly
indicating that the power-law assumption breaks down for these
cells. One e↵ect that can contribute to this is that, at such low
number counts, the median rms will be a less robust measure of
the local noise. As is the case for the other RACS results, there is
a misalignment in right ascension that is even more pronounced
here (see also Fig. 3). As seen in Fig. 4, the dipole amplitude is
also increased. For the Nside = 32 map, the dipole amplitude is
3.8 times higher than the CMB expectation with a formal signif-
icance of 10�, and for the Nside = 64 map the dipole amplitude
is 4.7 times higher with a formal significance of 8�.

5.3. Combining RACS and NVSS

Following the procedure laid out in Sect. 3.4, we obtain a
combined estimate of the dipole parameters of NVSS and
RACS, assuming a common dipole amplitude but independent
monopole amplitudes. Although we show that slightly di↵erent
dipole amplitudes are to be expected between the catalogues,
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Task: distinguish clustering dipole from kinematic dipole and  
demonstrate that different kinematic dipoles agree with each other



Nature of primordial perturbations
Cosmological inflation 

(early epoch of accelerated expansion)  
implies the existence of almost scale invariant and 

close to Gaussian primordial fluctuations of  
matter and space time   

Two realisations of a Gaussian  and a 
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Nature of primordial perturbations
Cosmological inflation 

(early epoch of accelerated expansion)  
implies the existence of almost scale invariant and 

close to Gaussian primordial fluctuations of  
matter and space time   

So far, all observations agree with Gaussianity 
 
The minimally expected non-Gaussian effects are tiny
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Nature of primordial perturbations

realisation 2

μ = 0, σ = 0.01

• Boost of power at largest scales 
due to influence of non-Gaussianity 
on halo bias Matarese et al. 2000, Dalal et al 
2008, Matarese & Verde 2008, Slosar et al. 2008


• multi-tracer technique to reduce 
cosmic variance Seljak 2009


• Several forcasts for SKA-MID  
Raccanelli et al. 2012, Ferramacho et al. 2014, Alonso 
& Ferreira 2015, Raccanelli et al. 2018, Gomes et al. 
2020  claim that  could be reached


• Assumptions should be updated

fnl ∼ 5 Ferramacho et al. 2014



Radio luminosity functions

L6 L.K. Morabito

Figure 2. Left: The re-calculated galaxy RLFs (dotted lines) for the smaller area considered here, compared with previously published
RLFs (solid lines). Middle: RLFs calculated by process rather than galaxy. Right top: RLFs calculated here by galaxy classifications
(dotted lines) and by physical process (solid lines; orange for AGN and green for SF). Bottom right: �RLF for both AGN and SF.
Hatched regions show where the uncertainties are large and values should be treated with caution.

Figure 3. The redshift evolution of the RLFs (top panels) and �RLF (bottom panels) for SF (left) and AGN (right). The dashed
horizontal line in the bottom panels is unity, with thin solid horizontal lines at 0.5 (left) at 2.0 (right) to guide the eye. To avoid
overcrowding, uncertainties are only plotted for �RLF, in the same manner as Fig. 2.

DATA AVAILABILITY

All data used in this paper is either publicly available on
https://lofar-surveys.org or from relevant citations herein, in-
cluding catalogues, rms images, and star masks. We have
prepared this manuscript using using the showyourwork
(https://github.com/rodluger/showyourwork) open source
scientific article workflow, first introduced in Luger et al.
(2021). This ensures complete transparency. The code is
available at update link when ready to publish.
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• Process based (surface 
brightness)  
compared to galaxy 
morphology based radio 
luminosity function of SFGs 
and AGNs from LOFAR 
international baselines 
deep fields


• Shows that AGN luminosity 
has been underestimated 
(up to factors of 2) and 
SFG slightly overestimated


• Impact on differential 
source counts, redshift 
distribution and bias needs 
to be further investigated



Nature of dark energy
Late time accelerated expansion leads to  
late time integrated Sachs-Wolfe effect 

Probes LCDM and other dark energy models


Yet, only weak significance ( / ) for ISW  
from CMB-radio (NVSS/RACS-low), but these  
are still the largest non-CMB ISW signals  
Planck 2016, Bahr-Kalus et al. 2022

In LoTSS DR2 less than    
(wide area is essential) Nakonecny et al. 2024

2.6σ 2.8σ

2σ

Nakoneczny, S. J., et al.: A&A, 681, A105 (2024)

Table 5. Comparison of �8 estimates at two different choices of data cuts, using both C
gg
` and C

g
` and the fiducial scale cut ` < (250, 500) and

HALOFIT matter power spectrum.

Sample Matter power spectrum �8 bg,D Asn �2 PTE

(1.5 mJy, S/N > 7.5) HALOFIT 0.75+0.05
�0.04 1.62+0.21

�0.19 0.97+0.09
�0.09 1.2 26%

Linear 0.79+0.05
�0.05 1.62+0.20

�0.18 1.17+0.08
�0.08 1.5 12%

(2.0 mJy, S/N > 5.0) HALOFIT 0.82+0.08
�0.07 1.38+0.25

�0.22 1.17+0.10
�0.09 1.4 20%

Linear 0.82+0.06
�0.06 1.49+0.20

�0.18 1.30+0.06
�0.08 1.8 5.7%

Notes. The number of data points in the correlation functions is 13.

Fig. 8. Cross-correlation with the CMB temperature, based on fiducial
bias constraints from the Sect. 5.2, using scales 2 < ` < 50. The signal-
to-noise ratio is consistent with zero.

6. Discussion

We have shown that our results are in reasonable agreement with
previous measurements of the galaxy bias for various radio sam-
ples, including previous CMB lensing cross-correlation analy-
ses. The comparison with the real-space analysis of LoTSS DR2
carried out in Hale et al. (in prep.) shows 1.3� difference if we
use only the auto-correlation and linear matter power spectrum,
1.8� difference if we add the cross-correlation, and 2.3� differ-
ence if we assume the HALOFIT modelling for both approaches,
which provides better fits in our case. As shown in Hamana et al.
(2022), the difference in S 8 = ⌦

1/2
m �8 estimates between the real

and harmonic space can be even larger than 1�. In our case, there
are several possible reasons for the resulting difference.

– The pure sample variance is due to the fact that both anal-
yses actually do not use the same modes. We only expect
harmonic space and real space methods to agree for full sky
coverage or isotropic sampling of a statistically isotropic uni-
verse. The second aspect, the isotropic sampling, is indeed
violated, and we tried to correct it by means of the weight
mask and data cuts that we applied. However, the difference
between the real and harmonic space analyses can point out
that we did not correct for all the large-scale systematics.

– Both approaches treat the multi-component sources in dif-
ferent ways. In our case, it is a marginalisation over the
amplitude of shot noise, whereas Hale et al. (in prep.)
selected the scales that allow for the effects resulting from
the multi-component sources to be avoided.

– The angular two-point correlation function can be affected
by contamination from a dipole. Chen & Schwarz (2016)
show that an excess of two-point correlation at the degree
scale in the NVSS data set can be removed by properly
removing the NVSS dipole before analysing the two-point
correlation. A study of that issue in the scope of the LoTSS
survey will be published in Bohme et al. (in prep.).

7. Conclusion

We combined the LoTSS DR2 wide field and the LoTSS DR1
deep fields, supplemented by multi-wavelength data, with gravi-
tational lensing from the Planck CMB to place constraints on the
bias and its evolution for radio galaxies, and on the amplitude
of matter perturbations. Our main results can be summarised as
follows:

– We obtain one of the most significant detections of the cross-
correlation between radio and CMB lensing data, resulting in
the S/N at a level of 26.6�.

– We show that the inclusion of CMB lensing information
leads to a clear preference for an evolving galaxy bias, grow-
ing towards higher redshifts, as expected from linear theory.
We determined that a linear bias evolution of the form
bg(z) = bg,D/D(z), where D(z) is the linear growth factor,
is able to consistently provide a good description of dif-
ferent sectors of the data. For a sample that is flux-limited
at 1.5 mJy, we measure bg,D = 1.41 ± 0.06, which at the
median survey redshift provides b(z = 0.82) = 2.34 ± 0.10.
These results are also in good agreement with more flex-
ible bias parametrisations (e.g. a quadratic polynomial in
redshifts), which lead to similar constraints.

– Freeing up the value of �8, we were able to constrain it to
�8 = 0.75+0.05

�0.04 using our fiducial sample. The result is in
good agreement with weak lensing surveys – KiDS (Asgari
et al. 2021; Heymans et al. 2021) and DES (Abbott et al.
2022), as well as CMB data from Planck.

– We attempted a first measurement of the ISW signal with
LOFAR data, but found that the signal is compatible with
zero.
Throughout this analysis, we used conservative scale cuts,

` < 250 for C
gg
` , and ` < 500 for C

g
` , and showed that for more

permissive cuts (` < (500, 800)), including mildly non-linear
scales, the simple linear bias models used here are not able to
fit the data adequately. More work is needed in order to pro-
vide a robust model for the bias of radio galaxies that extends to
non-linear scales. This could be done by making use of perturba-
tive bias expansions (Matsubara 2008; Desjacques et al. 2018), or
phenomenological halo-based models (Peacock & Smith 2000;
Berlind & Weinberg 2002). However, additional information, in
the form of cross-correlations with other tracers (e.g. optical
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SKA-MID Array Assembly

uv coverage of AA* - SKA008 for 4h track at 1.4 GHz uv coverage after adding single  
150 km baseline of  AA* does not look good

Which goals can be achieved with such a lower angular resolution — harder to get good  
multi-wavelength cross identification— go to higher frequencies — but not of interest for HI



Cosmology with SKA
• Target fundamental questions 


• Unique opportunities at large and ultra-large cosmological scales due to 
combination of sensitivity and survey speed (and angular resolution AA4)


• Cosmic dipoles (and other higher multipoles) -> Cosmological principle


• Non-Gaussianity -> Quantum fluctuations and non-linear structure


• Integrated Sachs-Wolfe -> Dark energy


• All need to cover largest anglar scales at several bands and photo-z





CMB dipole
T1 is measured most 
precisely by Planck — 
better than monopole T0

T1

T0
≈

v
c

COBE-DMR map

Assumed to be due to motion of Sun w.r.t. cosmic 2.7 K background radiation

• Solar dipole (10-3) (Stewart & Sciama 1967, 
Peebles & Wilkinson 1969) 
Doppler boost & aberration 

• Galactic forgrounds contaminants (10-3)

• Annual kinematic dipole (10-4) 



Other probes of the rest frame
Radio and quasar dipoles 

Use counts-in-cell from wide area surveys  
Ellis & Baldwin 1984


   


   


More complicated if  AND  evolve with   
Chen & Schwarz 2016, Nadolny et al. 2021, Dalang & Bonvin 2022,  
von Hausegger 2024

No indication for evolution of  (for radio galaxies), but huge scatter


dN
dΩ

( > S, e) =
dN
dΩ com

( > S) (1 + d ⋅ e + …),

d = [2 + x(1 − α)]v/c, S ∝ να,
dN
dΩ

∝ S−x

x α z

α

(z) from LoLSS cross-matched with other 
radio surveys and photo-z from LoTSS VAC  
Böhme et al. 2023

α



Radio and quasar dipoles
Photometry and calibration  
(do we know the flux densities at required accuracy and precission?) 
 
Estimators and masks  
(Siewert et al. 2021, Dam et al. 2022, Böhme et al. in prep.)

 
Evolution effects  
(Dalang & Bonvin 2022, Guandalin et al. 2022, von Hausegger 2024)

 
Clustering Dipole  
(Rubart et al. 2014, Bengaly et al. 2019, Dam et al. 2022, Wagenveld et al. in prep.)


Task: distinguish clustering dipole from kinematic dipole and  
demonstrate that different kinematic dipoles agree with each other

Böhme et al. in prep.
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(a) From left to right: LoTSS-DR2, TGSS, RACS-low. The color bar is for all three maps. The cell size is approx. 1.8 deg.

(b) As above

(c) From left to right: RACS-mid, NVSS, VLASS. The color bar is for all three maps. The cell size is approx. 1.8 deg.

(d) As above

FIG. 1: Maps (rows (a) and (c)) and histograms (rows (b) and (d)) of counts-in-cells and corresponding best-fit
Poisson and negative binomial distribution. The corresponding Chi-square values and flux density cuts can be found

in Table I.

RESULTS

The estimator introduced in Eq. (8) is applied to each
survey at di↵erent (often used) flux density cuts. First, a
flat prior is chosen for the RA, Declination and dipole am-
plitude, this measurement is labeled ‘Free’. Afterwards,
the direction is restricted to the CMB dipole direction
(RA, Dec) = (167.94�,�6.94�), which is labeled ‘CMB’.
For the ‘Free’ measurements from RACS-low and NVSS,

we provide the excess amplitude by subtracting the ex-
pected CMB dipole amplitude vector given in Table III
as derived using equation (1) from the measured dipole
vector given in Table IV labeled as ’Free’. The results for
‘problematic’ surveys are shown in Fig. 2 for a selection
of flux density cuts, while the remaining two measure-
ments (RACS-low and NVSS) are given in Table IV with
the label ‘Free’. We find significant variability in the
radio dipole measurements across di↵erent surveys. For
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(a) From left to right: LoTSS-DR2, TGSS, RACS-low. The color bar is for all three maps. The cell size is approx. 1.8 deg.
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(d) As above

FIG. 1: Maps (rows (a) and (c)) and histograms (rows (b) and (d)) of counts-in-cells and corresponding best-fit
Poisson and negative binomial distribution. The corresponding Chi-square values and flux density cuts can be found

in Table I.

RESULTS

The estimator introduced in Eq. (8) is applied to each
survey at di↵erent (often used) flux density cuts. First, a
flat prior is chosen for the RA, Declination and dipole am-
plitude, this measurement is labeled ‘Free’. Afterwards,
the direction is restricted to the CMB dipole direction
(RA, Dec) = (167.94�,�6.94�), which is labeled ‘CMB’.
For the ‘Free’ measurements from RACS-low and NVSS,

we provide the excess amplitude by subtracting the ex-
pected CMB dipole amplitude vector given in Table III
as derived using equation (1) from the measured dipole
vector given in Table IV labeled as ’Free’. The results for
‘problematic’ surveys are shown in Fig. 2 for a selection
of flux density cuts, while the remaining two measure-
ments (RACS-low and NVSS) are given in Table IV with
the label ‘Free’. We find significant variability in the
radio dipole measurements across di↵erent surveys. For

RACS-low

NVSS



Other probes for kinematic dipole
Supernovae Ia 

SN1a magnitude is coherently modulated by proper 
motion of Solar system  
Sasaki 1985, Horstmann et al. 2022

      

Can be degenerate with large scale bulk flows


Agreement! 

But see also 
Sorrenti et al. 2022  
they find larger velocity and  
a tension in dipole direction  
for Pantheon+ sample (but  
Pantheon+ contains more  
local and less high-z SNe)

μ(z, e) = μcom(z) + 5 log10(1 − e ⋅ v/c)

A&A 668, A34 (2022)

Fig. 3. Two-dimensional and one-dimensional posterior distributions for four model parameters and the nuisance parameter �H0 for the full
redshift-corrected Pantheon sample. The contours show the 68% and 95% credibility levels.

System. Conversely, this also means that the value of the Hubble
rate measured by means of calibrated SNe cannot be reduced
by a significant amount by assuming a cosmic rest-frame that
does not coincide with the CMB dipole frame. The e↵ect of
including the full covariance matrix and allowing for an arbi-
trary solar velocity in the analysis is an insignificant increase of
�H0 = 0.23 km s�1 Mpc�1.

The best-fit matter density ⌦M agrees very well with the
CMB analysis (Planck Collaboration VI 2020).

5.2. Proper motion of the Solar System

The inferred direction of the Solar System proper motion
is found to be consistent with the value inferred from
Planck Collaboration I (2020) within 1�. The velocity itself
is found to be lower than that inferred from the CMB
dipole (Planck Collaboration I 2020). The p-value for agree-
ment with the CMB dipole is 0.0095. The median solar veloc-
ity is 2.4� below the value inferred from the CMB dipole
(Planck Collaboration I 2020). All subsamples of the Pantheon
catalogue that are sensitive to vo show the same trend, and
we find no parameter degeneracy with the other cosmological
parameters. This means that low-redshift SNe (up to z ⇠ 0.1),

spread out over a wide area on the sky, are an excellent tool for
inferring the cosmic rest-frame independently from the CMB.
The precision of this inference is comparable with the precision
of current radio surveys (Siewert et al. 2021).

5.3. Host galaxy redshifts

In order to test the robustness of our results, we also restricted
our analysis to SNe with host galaxy redshifts. The results are
shown in Fig. 4. We find significant di↵erences in the matter
density to the full Pantheon catalogue, as already reported by
Steinhardt et al. (2020). ⌦M is 2.1� below the CMB estimate
from Planck Collaboration VI (2020). However, the inferred
value of vo is fully consistent with the full Pantheon sample and
is 2.1� lower than the value inferred from the CMB dipole of
Planck Collaboration I (2020) with a p-value of 0.015.

5.4. Curvature

Allowing for curvature and introducing ⌦K as a sixth model
parameter (see Fig. 5) leads to increased uncertainties for all
varied parameters. Because ⌦K = 0 is consistent with our anal-
ysis, we neglected curvature in the following analysis to save
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Corrected Pantheon  
sample (1048 SNe Ia)

N. Horstmann et al.: Inference of the cosmic rest-frame from supernovae Ia

Fig. 8. Posterior distribution assuming a constant bulk flow for all SNe
with zhel < 0.03 in the fixed direction RAbulk = 194 deg, Decbulk =
�57 deg with a Gaussian prior on the bulk velocity, vbulk = 159 ±
23 km s�1. Bulk direction and velocity prior are chosen according to
Carrick et al. (2015).

motion inferred from the CMB dipole. This is expected because
Carrick et al. (2015) used the CMB dipole as an input to infer
the bulk motion.

Thus, bulk flows as discussed in the current literature might
cause the smaller inferred solar motion with respect to a sample
of SNe at low redshifts.

6. Conclusions

Modern cosmology describes the Universe in the context of spa-
tially homogeneous and isotropic space-time, the class of the
Friedmann–Lemaître models. These models have in common
that a cosmic rest-frame exists that is typically identified with
the frame defined by the CMB dipole. The peculiar motion of
the barycentre of the Solar System is consequently inferred from
the CMB.

Here we have tested this hypothesis of a purely kinematic
CMB dipole by means of SNe compiled in the Pantheon cat-
alogue (Scolnic et al. 2018). The SN redshift–distance modu-
lus relation, see Eq. (14), is sensitive to the radial peculiar
motions of the SNe and the radially projected peculiar motion of
the observer. While (for non-relativistic velocities) the SN red-
shift depends on (ue � uo) · n, the distance modulus depends on
(2ue � uo) · n, as was first realised by Sasaki (1987). While infer-
ring the peculiar velocities of the SN host galaxies needs addi-
tional observations and is limited to rather small redshifts (see
e.g., Carrick et al. 2015), the e↵ect of the Solar System motion
is coherent and a↵ects all SNe at all redshifts, which allows us
to use a direction-dependent analysis of SN distance moduli to
measure the Solar System proper motion.

It has been pointed out before that the Pantheon catalogue
contains inconsistencies regarding the quoted values of helio-
centric redshifts (Rameez 2019; Steinhardt et al. 2020). The

Fig. 9. Comparison of the posterior distribution for di↵erent measure-
ments of the proper motion of the Sun. We show our own results tak-
ing the emitter peculiar velocities into account by using the covari-
ance matrix in Eq. (16) and by means of corrections according to
Carrick et al. (2015), respectively. For comparison, we also show the
results from the analysis of high multipole moments of the CMB
(Saha et al. 2021) and assuming that the CMB dipole is entirely
explained by solar motion (Planck Collaboration I 2020). In the latter
case, the uncertainties are too small to be displayed properly. We instead
indicate the value by a vertical line.

Pantheon sample was not compiled with foresight of direction-
dependent studies, which implies that there might be other issues
that we were unable to identify in this study. We used an
improved version of the Pantheon catalogue (see Steinhardt et al.
2020 and Appendix A) to measure the cosmic SN rest-frame
and found that the direction of motion of the Solar System
agrees well with the CMB dipole direction, but that the inferred
Solar System velocity is well below the velocity inferred from
the CMB dipole (see Table 2). Our findings are summarised in
Fig. 9. The null hypothesis of a purely kinematic CMB dipole
is found to have a p-value of 0.0095 when the unknown pecu-
liar motion of SNe is accounted for by means of the covariance
matrix from linear theory (Huterer et al. 2017). When we correct
for peculiar motion (Carrick et al. 2015), which implies also that
we must assume a cosmic rest-frame, the p-value increases to
0.046. We therefore conclude that it is premature to reject the
hypothesis of a purely kinematic CMB dipole, but it is inter-
esting to note that none of our tests produced a solar velocity
exceeding the velocity from the CMB dipole.

We tested the robustness of our findings with respect to
the self-consistency of the Pantheon catalogue and the addition
of further cosmological parameters. We confirmed that pecu-
liar velocity corrections a↵ect the final result, but move the
median values by less than 1�. As already pointed out by
Steinhardt et al. (2020), using host galaxy redshifts does a↵ect
the inferred matter density, but leads to insignificant changes in
the estimate of the Solar System proper motion.

We have also shown that bulk flows might explain why the
solar motion appears to be slower than that of nearby SNe as
compared to more distant SNe, but the inference of such a large-
scale bulk flow strongly depends on the assumption that the cos-
mic rest-frame is defined by the CMB dipole. The task of this
work is not to measure this bulk flow, but it is clear that more data
are needed to be able to distinguish the e↵ect of bulk flows and
the solar motion. This might be possible in principle when it is
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