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Scientific Rationale

Why HPC for radio astronomy?

Current and upcoming radio-interferometers are 
expected to produce volumes of data of 
increasing size. This means that current state-
of-the-art software needs to be re-designed to 
handle such unprecedented data challenge.

Imaging in radio astronomy represents one of 
the most computational demanding steps of the 
processing pipeline, both in terms of memory 
request and in terms of computing time.

Corda et al. (2022)
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Technical Objectives, Methodologies and  Solutions
RICK (Radio Imaging Code Kernels) is a code that addresses the w-
stacking algorithm (Offringa+14) for imaging, combining parallel
and accelerated solutions.

• The code is written in C (with extensions to C++)

• MPI & OpenMP for CPU parallelization

• The code is capable of running full on NVIDIA GPUs, using
CUDA for offloading

• HIP or OpenMP are also available for other architectures (such
as AMD)

Adapted from De Rubeis et al. (2025)
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Main Results
The code is publicly available on the Spoke3 Github (https://github.com/ICSC-Spoke3/RICK)

We also wrote a tentative of 
Wiki…

https://github.com/ICSC-Spoke3/RICK
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Main Results
A paper has been accepted on Astronomy and Computing (De Rubeis et al. 2025), describing the 
full, NVIDIA GPU offloading of the code and scaling performances.

https://doi.org/10.1016/j.ascom.2024.100895
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Main Results
RICK has been tested on Leonardo (CINECA, #9 Top500 Nov. 2024), 
using real LOFAR-VLBI data as representative of SKA pathfinder data 
volumes.

• Full-CPU (MPI+OpenMP) and full-GPU (MPI+CUDA) tests.

• Strong and weak scaling.

• Different data and image size configurations.

• Analysis based on single steps of the code:
❖ gridding
❖ FFT
❖ w-correction
❖ total

De Rubeis et al. (2025)
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Main Results
Strong scaling tests

• 1 MPI task <-> 1 GPU

• Intermediate: 4 MPI tasks (or 
GPUs) + 8 OpenMP threads per 
node

De Rubeis et al. (2025)
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Main Results

De Rubeis et al. (2025)

FULL-GPUFULL-CPU
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Main Results

De Rubeis et al. (2025)

FULL-GPUFULL-CPU

Thanks to the GPU offloading, we obtained a significant speed-up compared with the CPU code.

• A factor x32 for the FFT, ported on GPUs thanks to the cuFFTMp

• Over x125 for the Reduce operation, ported on GPUs using NCCL
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Main Results
But… watch out for the reduce!

RICK is now limited by the communication costs, with 
the reduce operation that becomes the true
bottleneck of the code.

This means that it is important to choose the right
number of computational resources based on the 
problem size.

Increasing power does not necessarily return an 
increasing performance!

De Rubeis et al. (2025)
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Ongoing work
After the code development, our goal is now to convert RICK into a library that can be called from 
within any, commonly-used, code for interferometric imaging (such as WSClean or CASA).

To do this, we had to ’’extract’’ the main steps of the code into individual, self-consistent functions, 
to avoid having any dependence on the global variables used by the RICK environment

These scripts are into the library
branch of the RICK Github repo 
(Wiki for the library still to be 
completed…)
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Ongoing work
After the code development, our goal is now to convert RICK into a library that can be called from 
within any, commonly-used, code for interferometric imaging (such as WSClean or CASA).

To do this, we had to ’’extract’’ the main steps of the code into individual, self-consistent functions, 
to avoid having any dependence on the global variables used by the RICK environment

Each function can be compiled individually as a dynamic library, and called from within any (even
Python) script
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Ongoing work
We are also working to

• Properly combine the visbilities correlations to get Stokes I flux values, useful to get true, 
scientific fluxes.

• Implement different weighting schemes to change the resolution of the radio maps

Hamaker & Bregman (1996)
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Accomplished results

KPI Target Deadline

Release of the v2.0 Release of RICK v2.0 December 31st, 2023

New Reduce and FFT on GPUs 

available, code fully on GPUs

December 31st, 2023

Paper to be submitted Paper on the v2.0 release of the 

code

M8

Release of the library

refactoring

Weighting and uv-tapering, 

parallel and accelerated version

M9

RICK dynamic library, self-

consistent functions (both CPU 
and GPU)

M9

From Elba meeting (May 2024)…
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Next steps
• Completion of tests for Stokes I flux values and weighting strategies

• Porting of the RICK library on AMD GPUs, exploiting the latest distributed library for FFT on 
AMD GPUs (rocFFT)

• Trying to insert RICK library into WSClean, to make it also scientifically productive
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