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Where were we?
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The plan

Physical level:

- Get initial space for a playground on a couple of
storage sites

- Protocols matter: S3/object + an HTTP/WebDav
might be a good first set

Physical+Logical matching (WP5 <-> INFN DataCloud): | - \ N @14 y
°
- Setting up dev services required for managing @ % %’ " G
transfers and data accessibility (FTS+RUCIO) o StarmMebDav BeackerMietbav =
Do WehDav
Interface level: — )
- Make Rucio interfaces with metadata databases =
used by archives N.B. we acknowledge the existence of strong synergies

with Spoke2 and Data-cloud initiatives, we should work in
strict coordination to avoid waste of efforts.
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Strategy Quick Recap

Start from INFN DataCloud experience and evolve it based on user requirements

Being particularly careful on responsibility sharing e.g.:

- SpokeO to manage data transfers and storage site (infra central services)
- WPS5 for integration of RUCIO development services and archive databases
- WP4 for archives plugin integration on the frameworks

What we have deployed is, for all these reasons, the results of a coordinated effort
and discussion b/w all the stakeholders.
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Data lake layers top to bottom: User-facing frameworks

User sparse data
Nm:;'h: Lol Query APIs IVOA Archives importer (I need to share this
similation file)
TAP

| a==
i

Data Lake interface
(Physical data files management)
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Data lake layers top to bottom: DM interface

Data Lake interface
(Physical data files management)
Lightweight interface b/w users and physical storage

Ruct S ietacats pligin O O O The "federation" of different storages happens here
o We should aim at: | put my data in the lake and | found
ICSC instance AuthN/Z the in CINECA (part of the current PoC activity)
almost ready
(usrname/pwd atm)

pinocchio hi 2
/ 20 / / o ind / == / If we discover any reason for dedicated
RUCIO instances (different AuthN/Z IdP,
Logical namespace partitions (scopes) strong isolation needs etc)
Mapped into different FS folders!

It's just an interface, we can spawn ANY
number of this, while using a common
middleware underneath

Data Lake Middleware




Finanziato % Ministero : - " J I C S C
dall'Unione europea 054 dell'Universita i [taliadomani vJau
NextGenerationEU # e della Ricerca i Dot ok Ouames Comaputiog

Data lake layers top to bottom: DM middleware

Data Lake Middleware
A single common instance for all our possible RUCIO instance.
This is the engine of the lake.
READ THIS AS “Spoke0 CENTRAL SERVICE” ON SLIDE 3
Storage
Clients

Data lake storage servers
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Data lake layers top to bottom: DM middleware

Data lake storage servers Being on board with PoC would make us
the first customers of this
Cloud test enpoint HPC CINECA
S3 object storage O O O STORAGE
For framework development we start here, we can add any
number of additional sites later, once everything is settled "l put my data in the lake, |
ask for it to be replicated
in my HPC cluster with
one command"
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What is there already?

Data Lake 2 Serlace
(Preysicsl data Slas rmanageeni)
Lightweight interiace béw users and physical storge

" : @@ @ vt ol i stage happers b
We have multiple e2e paths validated:! o NG w&mmﬁmm
. : : : p \ T
A few missing but ongoing (more complicated interfaces to be J/—-- [ [t e | o sy s s
RUCIO ingtances (differont AuthPUT 1GF,
adaptEd) / Mapped it ifsontFS et e aen peeh e
nurriber of this, while Lsing a common

Some feature are not fully on Spoke3 ballpark, but we are
onboard with the ongoing PoC

Asingle L for ol our possitde RIACIC i

This is the angins of the lake.

EVERYTHING atm is hosted on “in-kind” cloud resources at
INFN!

Baing on boand with PoC would make us
tha first cusiomeess of this

RAC resource arrived last week, we are going to REPLICATE
the whole setup in a more robust production-ready manner

For framevwork developmant vea start here, we can add sy
nurmiber of additional stes later, ance ewrgthing i setled I it iy ks i Eha ke, |

e for i1 By mplicated
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Interoperability
 Interoperable Data Lake (IDL) activity is a practical example of
how you can treat each of the step in the presented chain as a set

of building blocks. (again strong synergy to converge over a
common set of these blocks)

* You can compose the service that you need just with a few
configuration changes, while at the core the system still work the

same.

» The plugin mechanism for the metadata guarantees the extension
toward any kind of database.

~
CHERRY

=DATA
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Next challanges

* AuthN/Z schema and case studies
We will start immediately (already started for what we can) to play with ICSC provided IAM instance.

The scope is to understand the shortcomings and where/when/if we will need to tweak our system
to be compliant with the use case needs

 HPCintegration

Cross activity with Spoke0 and Spoke2. This is a huge step toward implementing the federation of
data b/w cloud and HPC clusters. Currently happening in the context of SpokeO CINECA PoC

* ICSCresources
Last week we started the migration. It will not be a 1to1 migration, since we are taking the occasion

to instantiate a more mature operational system (it might take roughly a month to be on feature
parity with the current setup)

* Integration with WP5 scientific hub
see later in Matteo’s talk
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