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The Atacama Large Millimetre/sub-mm Array:
 three arrays for one telescope 

Total Power 
Array

Main array: 50x12m antennas, with reconfigurable baselines
between 150m and up to 16 km
Compact Array:  12x7m antennas baseline up to 50m
Total Power Array: 4x12m antennas, single dish



ALMA: three arrays for one telescope 

Total Power 
Array

Sampling in the 
Fourier domain IFT+Deconvolution

Main array: 50x12m antennas, with reconfigurable baselines
between 150m and up to 16 km
Compact Array:  12x7m antennas baseline up to 50m
Total Power Array: 4x12m antennas, single dish



ALMA: science drivers 

Cosmology and the 
high-z Universe

Galaxies and 
AGNs

ISM, star formation 
and astrochemistry

Stellar Evolution Planet-Forming disks Solar System
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The ALMA Science archive is the one-stop-shop to access ALMA data 
It collects all the data observed with ALMA for science purposes.

The ALMA Science Archive

almascience.eso.org/aq

PI proposal is accepted

After 1 yr they become public

Project is split in science goals

Science goals are observed

Data are Quality Assessed

Data are stored to the archive

For 1yr they are available only to PI 

● 11 years of observations collected 
●  Science categories from the solar system to cosmology 
●  ~ 2 PB of data 
● > 70 000 observations are already publicly accessible
● >10 000 of those have not yet been published at all!!!
● Recently under major upgrade to improve the user experience 

(credit to F. Stoehr)

http://almascience.eso.org/aq


What is in the archive

● For each project the main deliverables are
   Raw Data, Calibration Scripts and Tables

● Users need to run CASA to generate the Calibrated Data.
The resulting calibrated data is considered science-ready.

● Imaging Products are delivered too, as result of QA2 processing. 
Typically pipeline-generated products include:

- continuum-subtracted image cubes at the native resolution
- a continuum image for all line-free channels for each spw 
- continuum image combining all spw

● CAVEAT: Early cycle products can have different 
formats, require old CASA versions, images can be 
incomplete 



The ALMA Science Archive: overview

● Previews
● CARTA interactive previews
● VO Data Access (TAP, SIAv2, DataLink, SODA)
● SAMP to VO tools (e.g. Aladin and Topcat)

● ALMA Data Mining Tool-Kit (ADMIT) previews 
for line identification

● Google calendars for data publication
● ALMINER tool for query



The ALMA Science Archive: overview

(credit to F. Stoehr)

● Steady increase in usage across the years
● Not only for PIs
● About 30% of the 3328 refereed publications 

with ALMA use archival data



Why should I use the archive???

● Check if data are already available for a target

● Check the feasibility of a project looking for similar targets

● Retrieving information on a large sample of objects (e.g. 
statistics of populations, stacking, …)

● Retrieving information on a single object but with different 
configuration (e.g. multifrequency studies) or in different 
epochs (e.g. variability studies)

● Extracting unpublished information from existing data 
(e.g. finding additional spectral lines, targets in the same 
region/time of other observations, )

● For ALMA in particular avoid the stress of competition and 
oversubscription

PROPOSAL 
SUBMISSION

ARCHIVE 
MINING

Time to get 
data

Amount of 
data

Data 
homogeneity

Adherence to 
idea

+ a lot of public, but still unpublished data is waiting to be used!!!



The Additional Representative Images for Legacy

● ARI-L is an ALMA Development Project (PI: Massardi) 
that run in June 2019- December 2022

● It aimed at restoring ALMA calibration and performing imaging with the 
ALMA Pipeline to complement datasets from cycles 2-4 in the ASA that 
missed a pipeline image with representative images comparable to those 
of later cycles. 

● The project reprocessed 91% of the MOUS processable with the pipeline  
(main goal was at least 70%)

● For each pipeline processable MOUS in Cy2-4
(no TP, VLBI, Solar, Full Stokes) for each source 
and calibrator encloses 

■ overall spw continuum
■ mfs continuum for each spw
■ cube for each spw 

● Images are included in Archive previews and visualization can be 
queried as collection ”ari_l” and can be downloaded as “External 
products”

https://almascience.eso.org/alma-data/aril

https://almascience.eso.org/alma-data/aril
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- THINK TO THE MINERS: we produce imaging 
products highly relevant for all science-cases and 
enhance the possibilities of exploitation of archival 
data also to non-expert data-miners 

- HOMOGENEITY: we provide a homogeneous view 
of archive data content within ARI-L and wrt the 
following Cycles to compare datasets and to make a 
more conscious download selection 

- COMPLETENESS: we rate the 70% goal on the 
number of MOUs but we tried to complete as many 
projects as possible to complement the ASA 
resources

- ADD VALUE TO THE ASA: we provided additional 
products that complement and add value to the ASA, 
hence we have the responsibility of the quality of 
what we delivered to be ingested.

The ARI-L criteria and process



The ARI-L products

Complete set of images that allowed 
previews for ASA, application 
of ADMIT and CARTA, and 
comparison with later cycles



19 people3.5 years

3102
MOUS 
delivered

445 328 
files ingested in 
ASA

62 260 336
channels imaged and 
available for science in 
ASA

150 127
images 
delivered

91
delivery rate of 
processable MOUS

~ 10 FTE

The ARI-L numbers

~ 150 TB of 
calibrated MS are 
stored at INAF-IA2 
(retrievable through 
VOSpace)



https://almascience.eso.org/alma-data/aril

Users are invited to acknowledge 
the use of ARI-L products by citing 
Massardi et al. 2021 (2021PASP..133h5001M)

Massardi et al. 2022, Messenger 188

The ARI-L documentation

https://almascience.eso.org/alma-data/aril
https://ui.adsabs.harvard.edu/abs/2021PASP..133h5001M/abstract
http://www.eso.org/sci/publications/messenger/archive/no.188-sep22/messenger-no188-31-35.pdf


Peer to peer communication was established from the IT-ARC cluster front-end machine at INAF-IRA, and 
from the ESO cluster towards the IA2 Data Centre front-end machine, in order to allow dedicated routes to 
increase the transfer speed and the security

A double check on data integrity was set up using the checksum procedure on both sides

ESO HQ DTN

INAF-IRA DTN

ari-l.ia2.inaf.it

10 Gb/s
aril

aril-bo

2016.2.00025.S_uid___A001_X1234_X2b5
2016.2.00025.S_uid___A001_X1234_X297
2016.2.00025.S_uid___A001_X1234_X269
2016.2.00025.S_uid___A001_X1234_X263
2016.2.00025.S_uid___A001_X1234_X272
2016.2.00025.S_uid___A001_X1234_X275
………………………………………….

ARI-L Calibrated Visibilities data transfers



The IA2 storage system used (not exclusively) for ARI-L consists of:
● 130 TB (2 volumes of 12 X 8 TB HDDs in a RAID 6 configuration) online NAS storage attached to a 

10Gb/s network and managed by a QSAN system
● 2.5 PB tape library by IBM (equipped with LTO 8 cartridges) that can be easily accessed and 

efficiently operated with IBM Spectrum Archive™ 
Data is intended to be preserved, so in principle they will be stored as long as the life of the IA2 
infrastructure and, ideally, forever

ari-l.ia2.inaf.it IBM Spectrum Archive™:

- Efficient tape automation
- Fast access to data
- Expand capacity without 

impacting data availability
- Optimize tape resources
- Simple file portability

Online data storage



VOSpace is the IVOA interface to distributed storage. It specifies how VO agents and applications can use 
network attached data stores to persist and exchange data in a standard way.

A VOSpace web service is an access point for a distributed storage network. Through this access point, a 
client can:

● add or delete data objects in a tree data structure
● manipulate metadata for the data objects
● obtain URIs to physically access data

These functions can be mapped on three main components:

● the front-end, responsible of metadata management
● the data transfer service, which allows data download and 

upload from and to their physical location
● the back-end, which manages the storage layer and point to 

the physical location

IVOA VOSpace

https://www.ivoa.net/documents/VOSpace/


RAP

ARC staff

Data access via IA2 VOSpace GUI

http://vospace.ia2.inaf.it/ui/#/nodes/


Data access via IA2 VOSpace GUI

http://vospace.ia2.inaf.it/ui/#/nodes/


Synergy with ESSynergy with ESO CalMS

● ESO CalMS (Service Manager: D. Petry) is a service where all 
interested ALMA users can request calibrated visibilities through a 
ticketing system.

● Up to 10 MOUSes can be requested per ticket
● Ticket lavoration at ESO typically take half a day of processing (but 

overhead due to particular versions of CASA, bigger datasets etc.)
● We collected additional about 80 user requests (~ 5.0 TB) for ARI-L 

forwarded by the CalMS service so far (about 11 months)
● We exploited the resources already allocated for ARI-L to enrich the 

ALMA data collection with Cycle 1 ones, as well as with Cycles 2-4 
non-ARI-L data processed at ESO by CalMS.

https://almascience.eso.org/tools/eu-arc-network/the-european-arc-calms-service


ALMA 2030: New Driver Cases
https://www.almaobservatory.org/en/publications/the-alma-development-roadmap

Carpenter et al. 2022 WSU white paper: https://arxiv.org/abs/2211.00195

Short term upgrades:   New band 1 and 2 receivers + band 6 upgrades  
Near to mid-term goals:  Wideband sensitivity upgrade: broaden receiver IF bandwidth by up to 4x, and

upgrade of associated electronics and correlator for gains in speed
Archive: increase usability/impact
Band 9-10 receiver upgrades

Longer term goals: Longer baselines, Wide field mapping speed, Additional antennas

https://www.almaobservatory.org/en/publications/the-alma-development-roadmap


ALMA WSU: All the systems will be upgraded!

x2 instantaneous 
bandwidth  + improved 
Tsys and efficiency

x3 continuum sensitivity 

x2 spectral coverage



ALMA WSU: The impact on the ASA

x10 overall size
x100 in 10% of the datasets
>4PB (=x2 of the current archive) in a few projects

Need for a science platform?



Synergy with ESConclusions

● The ALMA Science Archive (ASA) contains more than 70000 (~ 2PB) observations, collected in 
about 11 years of operations, whose a significant fraction is still unpublished

● Archival publications significantly contribute to the productivity of ALMA
● The ARI-L project added value to ASA, providing imaging data products, as well as calibrated 

visibilities for ~80% (91% considering only those reprocessable by pipeline) of Cycle 2-4 data
● INAF IA2 provides and maintain a repository of ALMA calibrated MS (for all ALMA data Cycle 1-4) 

stored on a tape library. Data can be retrieved through an implementation of IVOA VOSpace.
● Thanks to the synergy with the ESO CalMS service we have already collected about 100 retrieval 

requests from ALMA users.
● The Wideband Sensitivity Upgrade of ALMA consists in a major upgrade of all the acquisition chain, 

from receivers to the new GPU correlator. Data rates will increase up to a factor ~100, doubling the 
current ASA size in a few years.


