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Next-generation ground-based facilities are expected to collect huge amounts of data that demand innovative techniques for data processing, storage, visualization and analysis. High precision and
high resolution measurements allows researchers to probe the Universe in unprecedented detail. However, as data to be visualized may exceed by several orders of magnitude the typical storage
and memory available in traditional personal computers, it becomes necessary to adopt appropriate approaches, such as in-site visualization, to limit and potentially avoid data transfers.

[ NON ) "~ giuseppe — orangeteam@visivo-test: ~ — ssh visivo@lofar-gpu-01.oact.inaf.it — 115x35

:~$ singularity exec --nv —-bind /data:/data /software/visivo-pvserver-osmesa.sif /opt/ParaViliEl

ew-5.11.0/bin/pvserver
Could not find any nv files on this host!
Waiting for client...
Connection URL: cs://visivo-test:11111
Accepting connection(s): visivo-test:11111

Motivations

In view of the needs and challenges of the Square Kilometre Array (SKA) and
the SKA Regional Centres (SRC), we have started to design and implement a

Vialactea - Visual Analytics client
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remote visualization approach in VisIVO Visual Analytics. Remote ) = s
visualization refers to any visualization where some or all of the data is on a § a
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Look in: /data/ @ ©

Filename ~ | Type Size Date Modifie
HI_image_cubel.fits fits File 1.98 GB 26/02/201
ttttttttttttttt MeerKAT_ Galacti...Hz-Stokesl.fits fits File = 812.9 MB 10/01/22 1¢
™ WALLABY.fits fits File 22.8 MB 01/02/23 1

[ Home oo WALLABY fits
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Motivations are
Storage: Data expected to be visualized exceeds by several orders of
magnitude the typical storage and memory available in traditional
personal computers
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7 data

-0.0100 0.0692 0.0026 -0.0086 0.0406

Mode: still 2652057

: No Leyvslof-detail: no
File name: cl (( arallel renderin?: ale) 219371 l}%xﬁé? /parallel rendering: no
. (o] e (approx): 23.2137 fps Frame rate (approx): 47.389 fps

Bandwidth: Need to avoid data transfers as much as possible

Files of type: ~ Supported Types (*.fits )

Computing: Personal computers do not have the processing power to
handle such large amounts of data.

~ <image> X: -74.9055 Y: 116.902 <galactic> GLON: 265.39 GLAT: 21.875 <fk5> RA: 152.574 DEC: -29.0108 <ecliptic> RA: 167.178 DEC: -37.2423
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Client-Server model

images Our remote visualization approach consists of three main components: a
. ) client responsible for interfacing with the user, a data server that is
\C/zllisel\rfto responsible for reading and processing the data to be visualized, and a render
server that is responsible for generating the geometries and images that are
sent and displayed in the client. Data Server and Render Server may also co-
Data Server & Render Server exist in a single component.
This software architecture also allows the tool to achieve parallel visualization
in addition to remote visualization. In this case, the server component runs
on multiple nodes in an MPI cluster thus allowing the load of reading and
HTTP Method Route| Description analysis to be distributed among the cluster nodes.
GET /info |Retrieves server information and tells clients if an MPI
runtime has been detected.
POST /server|Starts a new server instance. The client specifies the port
and, if allowed, the number of MPI processors for parallel
execution.
GET /server|Get info on a running server instance such as start time,
process status, and working directory. :VisIVO Client :VisIVO Manager :VisIVO pvserver
GET /logs |Retrieves the logs of the currently running server in- , ; ;
stance, providing insights into execution details and er- H GET finfo
rors (if any). :
] r ?t_u_rp_______il:| i
POST /server _E_ E
> creates iS
>
Middleware services
To facilitate communication between the client and server in our client-
server model, a middleware service that handles the lifecycle of server | R () I I S return |
instances via HTTP requests is being developed. This service listens on a TCP PP, return i
port and provides critical functions for server management. For instance, Conn:Tect >
through a HTTP POST request, clients can initiate a server instance by |
r - . . . . POST /cutouts v
specifying the desired TCP port and, if applicable, request parallel execution >
via MPI. Additionally, the manager provides routes for retrieving execution
logs or process information of ongoing server sessions, and executing tasks
other than data rendering (querying SODA services, generating plots, etc). o] return
load (:;utout >
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