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3. Flagship UC KPI update

• preliminary performance tests
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UC overview
• Pipeline for GEANT4 simulations in HPC environments, with the simulation of the 

NASA COSI Anti-Coincidence System (ACS) as a test case
• The goal of the project is applying new methodologies for multi-threading and multi-node

computation in a pipeline for Geant4 multi-purpose simulations in HPC architectures
while exploring new I/O interfaces (e.g. CAD geometries, databases). The pipeline will
use the Bologna Geant4 Multi-Mission Simulator (BoGEMMS [5]) as baseline simulation
framework to validate the results and as starting point for the implementation of new
HPC-oriented features.

• WPs: WP3, WP6
• Flagship UC: WP3.4 PIPELINE
• Members:

• V. Fioretti (INAF, 3m/yr) - coordinator
• A. Ciabattoni (ICSC PhD, UniBo & INAF)
• S. Lotti (INAF, 1m/yr)
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BoGEMMS-HPC main features
• BoGEMMS-HPC kernel is now separated from the user-defined classes

• the architecture can be published in the public repository 
• input particles:

• the user can simulate from a list of particles provided in ASCII, FITS, or ROOT format
• geometries and physics:

• the user can select the geometry and physics classes using the name of the class
• within the geometry classes the user can read CAD geometry files 
• the user can read GDML (Geometry Description Markup Language) geometries BoGEMMS 

output: FITS files, SQLite database
• BoGEMMS now supports the Geant4 multi-threading (MT) built-in feature that distributes each 

event on different threads
• when a thread writes on FITS files and SQLite*, the other threads are placed on hold

• BoGEMMS now supports the G4-mpi library (K. Murakami (KEK)) for parallel computation, 
distributed by Geant4 but not included in the Geant4 installation
• tested with open MPI
• BoGEMMS runs independent applications (with separated output) on different nodes.

*SQLite can be safely used by multiple threads provided that no single database connection nor any object 
derived from database connection, such as a prepared statement, is used in two or more threads at the same 
time.
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https://www.sqlite.org/c3ref/sqlite3.html
https://www.sqlite.org/c3ref/stmt.html


INAF gitlab repository
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singularity container 
available to the user for 
running applications in 
HPC environments



BoGEMMS-HPC 
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BoGEMMS-HPC 
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BoGEMMS-HPC
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Particle source

Geometry construction

Physics construction Geant4 core classes

Sensitive detector

I/O data model and format

BoGEMMS kernel



I/O data format
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● input particle source:
○ Geant4 GPS
○ list of particles/positions/energy read from ASCII/FITS/ROOT file

● simulation output:
○ the user can selects in the geometry class which volumes are sensitive (i.e. record the track information)
○ each row of the output file records the entrance and exit information (position, energy, volume ID, etc) 

through the sensitive volume
○ the user can select which columns to write



Running BoGEMMS-HPC

- Single node (no mpi): bogemms <conf file> <starting number> <mac file>
- multinode (with mpi): mpiexec -n <task number> bogemms <conf file> <starting number> 

<mac file>

• conf file:
• geometry, physics, MT, output data 

format configuration file
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Running BoGEMMS-HPC

- Single node (no mpi): bogemms <conf file> <starting number> <mac file>
- multinode (with mpi): mpiexec -n <task number> bogemms <conf file> <starting number> 

<mac file>

• mac file:
• Geant4 General Particle Source 
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Flagship UC KPI for MS7 (end of February 2024)

• KPI2.3.4.2 (MS7): The design of the pipeline prototypes includes the software architecture, 
functions and I/O interfaces, the software implementation and the requirements (e.g. speed, 
data transfer, memory load, scalability) to satisfy in the verification phase
• KPI: design and test of at least >= 2 pipelines containerized available on the repository with 

a subset of requirements operables
• KPI status:

• report on the software architecture -> work in progress
• report on testing BoGEMMS-HPC without multithreading and multi-core

• DONE: Ciabattoni & Fioretti, “BoGEMMS-HPC validation test: comparison with standard 
BoGEMMS with no MT and MPI”, 2023

• performance tests on MT and MPI: DONE, results in the MS7 report
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Preliminary performance tests

• target architectures:
• local machine (Apple M2, macOS Sonoma,16 GB RAM, 8 cores)
• computing node of the INAF OAS cluster (Centos Linux 7, x86_64 architecture, 2 sockets,

10 cores per socket) using the singularity container
• We conducted separate tests for multi-threading (MT) and MPI multi-task parallelism. 
• For each case, we iteratively executed simulations while incrementally increasing the number of 

threads/tasks utilized. We then measured the wall time for each simulation run, enabling the 
evaluation of the performance gain of the code and its scalability across the number of 
resources.

• We tested both FITS and SQLite databases as output data format and we used a maximum of 8 
threads/tasks in the local machine, and 20 threads/tasks in the computing node.
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Wall time (left) and speed-up (right) on laptop
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The speed-up is defined
as the wall time using 1
process, divided by the
wall time using p
processes

MT

MPI The speed-up of executing one
run with p MPI tasks
(simulating 240 events) with
respect to simultaneously
executing p independent runs
each with 1 task (each
simulating 240/p events)

Without compression,
FITS are a bit faster
because SQLite does
not allow simultaneous
access



Wall time (left) and speed-up (right) on the computing node
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MPI

MT

The speed-up of executing one
run with p MPI tasks
(simulating 240 events) with
respect to simultaneously
executing p independent runs
each with 1 task (each
simulating 240/p events)

The speed-up is defined
as the wall time using 1
process, divided by the
wall time using p
processes



Next steps

• including mySQL
• extending the geometry and physics modularity 
• testing BoGEMMS-HPC on the CN HPC resources
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BACK-UP
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BoGEMMS - Bologna Geant4 Multi-Mission Simulator

• Geant4 (Allison+ 2016) is an open-source C++ toolkit library for particle transport, developed 
by the CERN and currently maintained by a large scientific collaboration (with members from 
INFN and ESA) 

• BoGEMMS is a Geant4-based simulation project started at INAF OAS in 2010 
(Bulgarelli+2012, Fioretti+2012, Fioretti+2014), with the aim of building a multi-application 
simulation framework that handles the configuration of the input particles, geometry, output 
data format (formatted in FITS files) with configuration files at runtime

• The output data model is an “event list”, with each row describing the particle interaction with 
selected sensitive volumes
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BoGEMMS - Bologna Geant4 Multi-Mission Simulator

• BoGEMMS was used for the simulation of operating and proposed space missions such as 
XMM-Newton, AGILE, Simbol-X, NHXM, Athena, e-ASTROGAM, COSI

• The code was never released to the community because of lack of manpower to implement 
mandatory features, documentation, manuals, etc

• The ICSC funding represented the perfect opportunity to port BoGEMMS to HPC 
architectures with multi-threading and multi-node computation and adding new features (CAD 
and GDML geometry support, new output data format)

• The simulation of the COSI (Compton Spectrometer and Imager) mission (NASA Small 
Mission program) was selected as testbed for the code porting, and the Flagship PIPELINE 
UC hosts the BoGEMMS pipeline
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