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Scientific Rationale
“The Project aims at creating a Data Lake service, supporting a seamless access to space and ground-based 
observations and simulated data. The project addresses the design and commissioning of an interoperable, 

distributed data archive, relying on state-of-the-art open technologies, supporting both science and industry.
The service will specifically address the challenges related to the big data scenario, in terms of both data 

management, storage, access, identification and of access to computing resources”

• WP1: Test solutions for managing data in a geographically distributed environment by building end-to-end 
prototype and testbeds to demonstrate - to optimize big data storage and efficiency of data retrieval, exploiting 
state-of-the-art cloud-based technologies

• WP2: Define a data model for organizing, find and access archived data; design and commissioning of a relational 
database for metadata management identification and provisioning of data

• WP3, WP4: New techniques of block-chain and web-based stacks like Object Storage, will be used, tuned and 
linked together

• WP5: Simulation of state of art algorithms for processing of space-based sensors data for SSA and evaluation of 
the computational load

IG Call3 : IGUC project additional use case, extension of WP2 (D. Busonero)
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Timescale & Milestones
WP Del. 

code
Definition Del. 

date

1 TN1 Report the deployment solution used to implement the Data Managementnd results of the 
functional tests

M12

1 TN2 Report the deployment solution used to implement the Data Management and results of the functional tests M24

2 TN1 Dataset identified and data model vs1 M12

2 TN2 Technical report of the database M18

2 TN3 Final report on database and data model vs1.1 M24

2 TN2 Workflow definitions for data object tracking, and implementation in the licensed software M18

3 TN1 Functional, Analysis, document M6 

3 TN2 Workflow definitions for data object tracking, and implementation in the licensed software M18

4 TN1 Report the deployment solutions on the Datalake, with initial evaluation of results M12

4 TN2 Technology tracking report on the blockchain solutions maturity M24

5 TN1 sensors technologies and data typologies report M8

5 TN2.1 Algorithms and simulator design and verification report M18

5 TN2.2 Update - Algorithms and simulator design and verification report v.2 M24
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Use case: Space Situational Awareness (SSA)
 SSA refers to the knowledge of the space environment, including location and function of space objects 
and space weather phenomena. SSA is generally understood as covering three main areas:

- Space Surveillance and Tracking (SST) of man-made objects -> Space Debris
- Space WEather (SWE) monitoring and forecast
- Near-Earth Objects (NEO) monitoring (only natural space objects)

Space sensors in both in Low Earth Orbit (LEO), Medium Earth 
Orbit (MEO) and Geostationary Earth Orbit (GEO) are suitable to 
provide:

• operation and continuity: space-based surveillance and tracking are not 
impacted by atmospheric and weather conditions and by day and night cycles

• Accuracy: space-based measurements are not affected by the impairments 
of the atmosphere

• Global coverage: space sensors are designed and deployed to complement 
and augment the coverage of ground-based assets, whose 
installation/operation is precluded in remote and oceanic areas

• Responsiveness: space sensors can improve the revisit of the space 
volume(s) requiring “constant” monitoring; further, space-based data relay 
(i.e. inter-satellite links) can provide real time tasking and fast telemetry 
transmission of/by space sensors.
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WP5 - Architecture and algorithms for data processing

• Objective: To build a simulation software able to  generate 
synthetic data  coming from space-based SSA sensors whilst 
evaluating the computational load of the data processing 
chain;

• Starting from the most interesting use cases and the current 
available technologies, a set of sensors with the data they 
generate has been identified;

• Data processing pipelines have been constructed and they 
will serve as an input to start the algorithms investigations;

• Currently passive RF sensor data processing algorithms are 
under development for evaluation. The objective is to obtain 
a shortlist of these methods to integrate them in the data 
processing pipeline.

Objects 
measurable 

characteristics

Available 
sensors 

technologies

Sensors and data 
typologies

Sensors subset evaluation 
and Algorithms selection

Data processing 
pipelines 

implementation

Simulator integration

Current task
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WP2 - Scientific rational

Actions:
-Spacecraft constellation sensors data modellization with the goal of objects trajectory computation;
-Definition of data format, structure and architecture of the database and archive;
-Provisioning of sample observative data from Asiago Observatory (optic) and Medicina antennas 
(radio) in order to organize metadata relevant to evaluate the database performance.

• Define a data model for organizing, find and access archived data; design and commissioning of a relational database for 
metadata management identification and provisioning of data

Technical Objective of the WP2 is 
● data structure and modelization definition;
● relational db optimization;

Methodologies adopted are:
● frequent wp2 internal meeting;
● participation to the general meetings of the project;
● organization of meetings dedicated to specific tasks;
● external expert in the field consultancy (INAF and PoliMi);
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WP2 - Data Models and metadata definition, data archiving

• Datasets identification: selection of data coming from 
radioastronomy, space debris observations & numerical 
simulations;

• Data Models and metadata definition: Identification of a 
suitable data model and metadata definition, Implementation of 
an ingestion software;

• Requirement analysis (for DB): choice, implementation, testing 
and verification of the database technology to be integrated on 
top of the data-lake. 

• Database deployment in ICSC infrastructure: deployment of 
the ingestion software and the chosen DB into the ICSC 
infrastructure

• Validation and testing: performance test of the processing 
pipelines on a hybrid HPC/cloud

• Datasets identification: selection of data coming from 
radioastronomy, space debris observations & numerical simulations

• Requirement analysis (for DB): choice, implementation, testing 
and verification of the database technology to be integrated on top 
of the data-lake. 

Requirement analysis: 
- Gather information necessary for the definition, 

implementation, testing and verification of the database 
technology to be integrated on top of the data-lake.

-  Analysis and definition of the required data processing 
activities: preprocess, cleaning, normalize, rescale data, with 
a focus on data models and metadata definition. 

Objective:
- Support the integration and query of data coming from 

different sources, to achieve maximum effectiveness and 
efficiency in data provisioning and exploitation.

• Data Models and metadata definition: Identification of a 
suitable data model and metadata definition, Implementation of 
an ingestion software

Tracking Data Message (TDM)
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WP2 - Modelization and optimization activities
Technical solutions:

○ provisioning and organization of teleconf for the explanation of the current state of the art formats of similar 
detections (ground based);

○ analysis of the data structure and discussion about useful features and limitations;
○ interaction with sensor specialists to understand if models and standard formats fit the needs;
○ support in db set up and performances evaluation;
○ support in queries definition;
○ sharing of knowledge and expertise in data handling.

DB Optimization activity will be 

given by Cherrydata
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Cherrydata - Introduction
Cherrydata is a startup (and a spinoff of Politecnico di Milano), offering consulting, innovation, and 
research services on big data and analytics. 

AyraDB has been tested on Leonardo Davinci-1 supercomputer in 2022, as part of Euro NCC project.
Cherrydata is involved in IDL as technology provider, to test AyraDB in the context of storing and querying 
astrophysical data and satellite measurements.
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WP2 – Benchmarking Queries with AyraDB in IDL (1)

• Level 2 TDM data 
• metadata are fields between META_START and META_STOP (see figure 

on the left)
• We have added a field named LINK representing the reference to actual 

data
• We have defined the colums of a table as shown in the figure above
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WP2 – Benchmarking Queries with AyraDB in IDL (2)

• A synthetic dataset of approximately 1 billion records was created, for a total size of approximately 230 
GB

• An AyraDB cluster of two machines in the cloud was configured, with 32 GB of RAM and 360 GB of SSD 
each

• The dataset was loaded onto a distributed table of the cluster
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WP2 – Benchmarking Queries with AyraDB in IDL (3)

• Based on the characteristics of the dataset, it was decided to execute SQL SELECT queries, filtering the 
records based on START_TIME (and/or STOP_TIME)

• An example of query is:

• This query scans the table and returns approximately 1700 records, in a time of approximately 600 
milliseconds
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Data Lake (WP1,WP3,WP4) - Scientific rational
Test solutions for managing data in a geographically distributed environment (aka the DataLake) by building 
end-to-end prototype and testbeds to demonstrate the capability to analyze the astrophysical observations and 
simulations available data in a cloud environment.

- The Data Management capability 
- Store/inject data (meant as files or data objects) in the DataLake

- The data and compute integration for a effective processing and analysis
- deploy Platform as a Service (PaaS) services for the actual processing of the data ingested into the Datalake. 

Define a strategies and solutions to certify that objects in the Datalake (i.e. datasets, single files archives) have not been 
corrupted or modified without permission

- as well as to guarantee that an object is physically in a certain location on a certain filesystem.
- all this must include the capability to trace the entire history of the data, including who made the changes.
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The DataLake

Integration with science use-cases
- Collect exemplar datasets 
- The datasets will be injected in the Datalake 

building science driven playground

Establishing
the DataLake testbed:

ICS
C

Storm
WebDAV

S3

Data Management Services: data orchestration and data transfers Fully aligned 
and sinergic 

to the 
Spoke0 
model
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Technical Objectives, Methodologies and  Solutions

1. To deploy the Data Management system, storage backends and basic compute services in order to build the DataLake
 

2. To deploy a blockchain private service in order to deal with object certification 
 

3. to implement the linking logic between the two system by using metadata enrichment
a. i.e. using HASH/UUID 

 
4. Open the DataLake to the real tests. Astrophysical observations and simulations are used for the system evaluation
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Where we are
1. Resources to deploy the building blocks of the overall system are coming (through RAC) 

 
2. All the technologies have been identified

a. deploying procedure and related recipes have been “locally tested”
 

3. Structure of the test dataset successfully defined 
a. Starting with “dummy” dataset to validate the Datalake system 

 
4. Integration logic between Datalake and certification services based on metadata is in early definition phase

a. there are technical open topics to be further evaluated as soon as the Datalake PoC will be ready 
 

The first PoC of the Datalake is expected by the end of May 
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About data certification

A virtuous example of a research topic of interest not only in the context of the industrial 
environment (i.e to prevent fraud and corruption) but also in several scientific domains: 
- data provenance 
- data analysis reproducibility 
- scientific output certification
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IGUC - Interoperability Data Lake for Gaia Use Case 

❑ IGUC is an additional WP (WP2_G) of the IDL project.

❑ The project expands the IDL project by bringing a new typology of astronomical big data offering 
a new challenge in big data management and recovery: the Gaia use case.

❑ Gaia data present similar data field relations and characteristics with the data typology the 
company is interested in.

❑ Excellent case for testing new solutions of data management and data retrieving initially 
established in the contest of IDL project, stressing the performance of the technological 
solution.
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❑ The specific technological goal of IGUC project is to identify and implement additional 
database and data management solution to complement the traditional ones. The 
purpose of this activity is to support the integration and query of data coming from 
different sources, with a performance that enables novel application with real-time 
requirements, to achieve maximum effectiveness and efficiency in data provisioning 
and exploitation.

IGUC - Interoperability Data Lake for Gaia Use Case 

❑ The Gaia INAF team scientific goal is to do a further step in the implementation of the 
innovative platform dedicated to Gaia's legacy located at DPCT, showing the best 
solutions  to retrieve billion of data for analyzing portions of the sky (tenth of square 
degrees) to identify significant variations of sources, to support science as discovery 
and characterization of cosmological gravitational waves or new earth-like planets.
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Database deployment in ICSC infrastructure BUT IGUC experiment will carry on a 
dedicated INAF/Leonardo infrastructure due to the data policy.

The agreement provides that once the project is concluded the data will be deleted.

Partners involved: ONLY Leonardo/Cherry Data and INAF/Gaia team

IGUC - Interoperability Data Lake for Gaia Use Case 

❑ The Data are covered by an NDA - NO PUBLIC DATA 

An ad-hoc undisclosure agreement is foreseen 
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IGUC - Chronological description of the project activities:
 The main project activities are supposed to start at M4 after gathering the Gaia use case 
requirements and the definition of the HW infrastructure features to realize the experiment. 

WP Deliverables and milestones:
M1-M2
Project Kick-off 
Gaia Use case requirements gathering, data model and metadata definition (INAF)
M4
Benchmark requirements definition: definition of the metric to obtain an estimate of the performances invariant with 
respect to the execution platform (INAF-Leonardo)
M4 deliverable: Technical report (Leonardo-INAF)
M13
Implementation of the Gaia PoC on the Gaia Legacy prototype infrastructure at DPCT (INAF)
Implementation of the Gaia PoC on the INAF HW infrastructure/Da Vinci (Leonardo-INAF)
M13 deliverable: Report including hw and sw architecture description and verification tests (Leonardo-INAF)
M15
Final benchmark results (Leonardo-INAF)
M15 deliverable: Report on final results (Leonardo-INAF)


