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Scientific Rationale

To have the Fermi data products accessible from the 
interoperable data lake infrastructure, i.e., accessible by any astronomer
who has interest in the data and in making smart cross filtering on the data.
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Scientific Rationale

With this use case we ask to add
cutout and merging services in the 
application side of the 
infrastructure.
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Fermi satellite
The Fermi Gamma-ray Space Telescope
is a space observatory launched by NASA in 2008
to study high-energy gamma rays.

The primary instrument on board Fermi is the Large Area Telescope (LAT) [1], 
which detects gamma rays in the energy range from 20 MeV to over 300 GeV.

The Gamma-ray Burst Monitor (GBM) [2], designed to observe gamma-ray bursts 
in the energy range from 8 keV to 40 MeV. 

(1) Atwood 2009 - THE LARGE AREA TELESCOPE ON THE FERMI GAMMA-RAY SPACE TELESCOPE MISSION
(2) Meegan 2009 - THE FERMI GAMMA-RAY BURST MONITOR

https://iopscience.iop.org/article/10.1088/0004-637X/697/2/1071
https://iopscience.iop.org/article/10.1088/0004-637X/702/1/791
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Data products: FT1 and FT2
Order of 10-100 Gigabytes
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Data products: FT1 and FT2
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Technical Objectives: Spacecraft and Photons cross filtering
START (s)
STOP (s)
SC_POSITION (m)
LAT_GEO (deg)
LON_GEO (deg)
RAD_GEO (m)
RA_ZENITH (deg)
DEC_ZENITH (deg)
B_MCILWAIN (Gauss)
L_MCILWAIN (Earth_Radii)
GEOMAG_LAT (deg)
LAMBDA (deg)
IN_SAA
RA_SCZ (deg)
DEC_SCZ (deg)

RA_SCX (deg)
DEC_SCX (deg)
RA_NPOLE (deg)
DEC_NPOLE (deg)
ROCK_ANGLE (deg)
LAT_MODE
LAT_CONFIG
DATA_QUAL
LIVETIME (s)
QSJ_1
QSJ_2
QSJ_3
QSJ_4
RA_SUN (deg)
DEC_SUN (deg)
SC_VELOCITY (m/s) 
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Technical Objectives: Spacecraft and Photons cross filtering

RA_ZENITH (deg)
DEC_ZENITH (deg)

Fermitools
FILTERS
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Data products: FT1 and FT2
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Data products: FT1 and FT2
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Data products: FT1 and FT2
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Data products: FT1 and FT2
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Data products: FT1 and FT2

For the data model
preparation we need to
select which metadata (fields) 
will be:
- imported in the database;
- filtered from the portal;
- queried in the SQL;
- showed as results in the portal.



Missione 4 • Istruzione e RicercaICSC Italian Research Center on High-Performance Computing, Big Data and Quantum Computing

Methodologies
We create a Data Model based 
on the metadata that we get 
from the headers (for now).

These metadata will be added
in the database.

Then we select which fields will
be used as filters in the portal 
(i.e. filters in the SQL query),
and which will be shown as 
results.
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Methodologies
To link the different data 
products in a unique result we
need a field that is common 
between the two tables and 
unique.

We added the field ‘’WEEK’’ 
that is populated during the 
extraction of the metadata from 
the files headers.
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Solutions
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Solutions
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Next Steps
Select the new filters to add based on the astronomers needs (e.g. the most common filtering 
usually applied when working on both FT1 and FT2).

Extend the data model for the fields that refer to the scientific data contained in the fits files.

Implementation of the cross filtering on data via the Fermi Tools.

… see you tomorrow afternoon at the round table!
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Thank you!



Gaia use case 
Sara Gelsumini, Deborah Busonero

Missione 4 • Istruzione e Ricerca ICSC Italian Research Center on High-Performance Computing, Big Data and Quantum Computing

Spoke 3 General Meeting, Elba 5-9 / 05, 2024



Missione 4 • Istruzione e Ricerca ICSC Italian Research Center on High-Performance Computing, Big Data and Quantum Computing

SCIENTIFIC RATIONALE

❏ Study and implement a prototype open source based 

platform tailored for supporting and allowing scientific 

analysis oriented of subsets of extracted Gaia data and 

metadata alongside the Gaia data-database and data lake 

at DPCT, e.g. Gaia GW use case on different platform

❏ The GAIA operations DM is not suitable for 

technical/scientific exploitation
Credits: ESA/DPAC
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OBJECTIVES

❏ To create a database and filesystem platform capable of extracting all sources within a specific area 

of the sky and associating with each source the information regarding its transits.

We need fast queries and analysis of data from different perspectives:
❏ Run queries at billions of rows (sources) per second for each CPU core
❏ Switching between a source oriented search by row (space) to a columnar search by transit 

(time) leveraging both indexing methods without the need to duplicate the DB volume;
We need also to pre-aggregating and pre-calculating the information in the database before delivering to 
the users.
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DATA

CompleteSource: source information (180 attributes) ,
                                    ~ 4.8 TB with 2.793*10^9 elements.

AstroElementary: transit information (33 attributes),
                                    ~ 41 TB with 99.9*10^9 elements.

CrossMatch: association of sources and transits (8 attributes), 
                            ~ 1.4 TB with 88.997*10^9 elements.
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DATA

CompleteSource: source information (180 attributes) ,
                                    ~ 4.8 TB with 2.793*10^9 elements.

AstroElementary: transit information (33 attributes),
                                    ~ 41 TB with 99.9*10^9 elements.

CrossMatch: association of sources and transits (8 attributes), 
                            ~ 1.4 TB with 88.997*10^9 elements.

CHALLENGES
❏ DM and metadata definition to be queried on in an efficient way
❏ Blob attributes as links to other tables.
❏ The Data are covered by an NDA - NO PUBLIC DATA
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GBIN

❏ Used gbinreader to interpret Gaia gbin 

data in Python.

❏ Converted gbin to another format for 

easier usage.

❏ GBIN files can contain multiple 

CS/XM/AE entries. Disclaimer: example with fake data
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GBIN

❏ Used gbinreader to interpret Gaia gbin 

data in Python.

❏ Converted gbin to another format for 

easier usage.

❏ GBIN files can contain multiple 

CS/XM/AE entries.

FITS FORMAT

❏ Initially considered FITS format but 

faced challenges

❏ Created FITS files for each gbin, 

defining expected structures.

❏ Introduced primary header to map 

SourceId/TransitId.

❏ Challenges with FITS rigid structure for 

dynamic needs.
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HDF5 FORMAT

❏ Considered HDF5 for more flexible structure.

❏ Created HDF5 files with layered structure (metadata in first layer).

❏ Intuitive search 

❏ Better blob integration

❏ Exploring size reduction strategies.
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CONCLUSION & FUTURE STEPS
❏ The next step will be to create queries to extract specific information about sources and transits.
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Thank you for your attention!
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