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Outline Recap and use cases

Sinergies

Outlook and plans

We were here 

(last tech workshop...)



Use cases:
a recap



A black box to manage to manage our payloads everywhere
e.g. accessing GPUs on-demand “seamlessly”, no matter their location
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Example: Tracking ML training

User story 1:
I have a container and I want to execute it on a node with N GPUs

Submitting one or more training
payloads to a remote machine with
GPUs
Track the performances of the training
Send tracking information to a central
service (along with ML final model as
well)
Retrieve the information from either a
CLI or a web browser
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An HUB for tinkering your code

User story 2:
Interactively develop in an notebook that lives “somewhere else”

Spawn a JupyterLAB session on a
remote machine (even in a HPC center)
Use a default container image for that,
or a custom one of yours
Get access either through browser or
terminal to that session
Develop and test interactively your code
in a on-demand environment
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Analysis pipelines

User story 3:
I have my own framework, I want it to delegate heavy lifting “somewhere else” 

Framework evolution toward cloud-
based resource orchestration is a
common pattern lately
We must be able to leverage this to
hide the complexity of the
infrastructure
In other words, we should get
something compatible with the most
adopted container orchestrator out
there.....

Missione 4 • Istruzione e Ricerca ICSC Italian Research Center on High-Performance Computing, Big Data and Quantum Computing



Analysis pipelines

User story 3:
I have my own framework, I want it to delegate heavy lifting “somewhere else” 

Framework evolution toward cloud-
based resource orchestration is a
common pattern lately
We must be able to leverage this to
hide the complexity of the
infrastructure
In other words, we should get
something compatible with the most
adopted container orchestrator out
there.....

Missione 4 • Istruzione e Ricerca ICSC Italian Research Center on High-Performance Computing, Big Data and Quantum Computing



Sinergies



Developed a first prototype for:

 interTwin and INFN:
striving to get an efficient interface to match the evolution of analysis frameworks
with a seamless resource brokering.

Getting a seamless distribution of data
analysis payloads over EuroHPC centers
Validating Digital Twin Engine use cases
against the prototype
Extending the volunteer base of both
the use cases and the resource
providers (e.g. additional HPC and
computing centers in general)
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What’s the tool that has been developed? 

https://www.intertwin.eu/


 A tool to abstract the execution of a container:
InterLink translates a container into a job submitted to the HPC SLURM queue 
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A cloud-native friendly initiative: based on known open
technologies

Not only HPC: in fact, different initiative are giving it a stab for
remote execution of containers over several remote services

A recent talk/demo at the KubeCon EU 24 to get an idea

Documentation

“in a nutshell”

https://intertwin-eu.github.io/interLink/
https://colocatedeventseu2024.sched.com/event/1YFfQ/pods-everywhere-interlink-a-virtual-kubelet-abstraction-streamlining-hpc-resource-exploitation-diego-ciangottini-infn
https://intertwin-eu.github.io/interLink/docs/intro


Possible scenarios...
~today.



Access to an extensible HUB

There are then cases where automation
and scalability comes without (or after)
interactive development

 It might be technically possible to reproduce the interTwin PoC
meaning to “offload” from an hub hosted on the cloud to HPC resources

Hosting core services on cloud resource
Extend the resource pool for interactive
sessions over HPC and, more generally,
distributed resources
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“Sending” containers via any cloud-friendly framework might be also available



Wrap Up



Sneak peaking/early access

WP5 liaisons with infrastructure and middleware is a key here:
we can and should act as the contact point

As already mentioned in this
presentation, being aware of what is
going on, and getting prepared for it
Take advantages of the point above to
get access to any kind of experimental
service --> access to resources
Help the design/development of the
solutions --> include Spoke3 critical
features from the beginning
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I think we should get the best out of any upcoming
Proof Of Concept instantiation.

WP5 should act as a two-ways bridge:
Bringing well defined use cases as a validation
tool for the infrastructure PoC
Getting access to early development decisions  
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