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Initial organizational structure

-e "governance" structure of USC VIII-Computing according to the required principles
decree 50/2022 of the CdA) of scientific leadership and solid technical skills,

community representation, adaptation to changings of the field, and focus on
major infrastructures and major projects

DS
Filippo Zerbi

Comitato di Consulenza e Supporto

Giunta Tecnico-Scientifico-Operativa
e A. Coordinatori settori 1, 2, 3, 4
e B. Consiglieri tecnici e scientifici: GianFranco Brunetti, Andrea garelli, Deborah B
Alessandro Costa, Anna DiGiorgio, Lucio Mayer, Andrea Mignone, Serena Pastore
e C. Consulenti per progetti INAF di notevole Impatto sui temi USC VIII (non gia rappresentati in Giunta):

Brescia, Ciro Bigongiari, Nicola Marchili, Matteo Perri, iato, M. Stagni
o D. Rappresentante Collegio dei Direttori: TBD

Responsabile

Segretariato

PN Flanificazione;e Controllo;

Implementazione

1. Calcolo Critico 2. Cura dei dati 3. Sinergie R&D 4. Servizi Informatici
Ugo Becciani Cristina Knapic Giuliano Taffoni Marco Landoni
3 A.Archivi e servizi A.Sinergie Interne su calcolo, HW )
A.Centro Nazionale ICSC B.Supporto archivi locali e sviluppo SW, ottimizzazione... A.Reti e GARR
B Tlordilecniopolo C.Open Access e FAIR B.Sinergie Esterne: ICDI, EOSC, B.Infrastrutture e supporto alle
C.Provider esterni: es = D.IVOA, VOBS.it | EuroHPC, ETP4HPC, etc » sedi locali (GSI - non admin)
CINECA, etc. . E.Data Access & Security C.Rapporti con i vendor: C.Common Software
D.Provider INAF: es Pleiadi, F.Formazione formazione, collaborazione D.Cloud Commerciali
Cluster OACA, etc scientifica, 'accesso a nuovo HW E.Formazione
E.Formazione D.Rapporto con aziende per
opportunita e sviluppi comuni
E.Formazione
—‘ A 4 3
CAT&S
v

Always reviewable with experience and with a not too long turn-over

Utenti ‘
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@ = sector 2: Data curation

‘le areas within which Sector 2 «Data Care» will operate will mainly be the archiving, care,

- preservation and usability of astronomical data and products of astrophysics science, in
" synergy with the computational, services and development part.

e Archives and services
- Distributed storage for telescopes, instruments, satellites or collaborations
« https://www.ia2.inaf.it/;
e Storage of science products and preservation
« http://vospace.ia2.inaf.it/ui/ ;
 https://www.ia2.inaf.it/index.php/ia2-services/data-sharing-preservation
e Support services (Workflow management Systems, Twiki, DOI, preservation, user home
access);
e Science gateway (connection of analysis tools to archives and vice versa - Data Flow -
Connection with Services);
e Local Archives support
« Support for the definition of Data Models and Data Management Plans;
e Open Data and FAIR policies
e Implementation of Open Data policies;
e Implementation of Findable Accessible Interoperable Reusable principles;



https://www.ia2.inaf.it/
http://vospace.ia2.inaf.it/ui/
https://www.ia2.inaf.it/index.php/ia2-services/data-sharing-preservation
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Home Services ~ Projects ~ Software Additional Info ~ IA2 Group
ABOUT US collapse [-]

IA2 (Italian center for Astronomical Archive) is an Italian Astrophysical research e-infrastructure project that aims at co-ordinating different national initiatives to improve the quality of astrophysical
data services. It aims at co-ordinating these developments and facilitating access to this data for research purposes. The IA2 is supported by INAF since 2005. IA2’s main goals consist in data
archiving systems and safety, including data hosting and data curation and preservation, data and metadata distribution over geographical sites, access services including publication within the VO
scenario. IA2 provides also services and tool to the community, like data sharing (owncloud), project management (redmine), software collaboration (git-lab) and has available a workflow manager
(Yabi) for computational needs.

contact us

MAIN ACTIVITIES collapse [-1
TELESCOPE ARCHIVES & SIMULATIONS
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- Exoclimates V,I.NIWR"IGOSS LBT OLD
e %0 B B
g INES

Byurakan INES BasTI IBIS-A
OTHER SERVICES

ownCloud redmine VO initiatives GitLab

PROJECTS expand [+]
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Ind|@ e USCS8 Services (on IA2 infrastructure)

280/day di accesso alla home page ICT
owncloud (250 utenti)

redmine (350 Utenti)

gitlab ( ~250 Utenti / ~ 370 progetti)
indico ( ~ 1100 inaf; ~700 esterni)

DOI service https:/doi.ict.inaf.it/
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https://doi.ict.inaf.it/

& e Infrastructure: SW A

Virtualization: VMWARE
Monitoring: Ganglia & Nagios

(Zabbix) m
Logging: Kibana on db m
| vmware

License server

Kklbana Nag.os J 1



Infrastructure: HW A

Storage Virtualization

3 SuperMicro server 40CPU 512GB RAM
LUSTRE: 2 Lenovo 32 CPU 1 TB RAM
800TB + 1,2PB on JBOD

Storage for VMs
Synology: 270TB 100TB all flash
QSAN: 400TB 10TB on HD
Transfer Node: DB machines
IBM 100TB all flash 2 servers DELL 2CPU (2x32 core)

256GB RAM
Cross Backup 3.5 TB all flash
Synology +LUSTRE --> QSAN;
QSAN --> Synology "

Jine VM®
18 on\" ot 20 on-®
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Wl TS450 - 6 drive LTO8 + 2 drive LTOS8
e 040 Cartridge of ~ 9TB

Infrastructure: HW A

Total: ~2PB

DU

A\

Data in Tape:
400 TB used (78 cartridge)
1600TB free (162 cartridge)

Free space is not real since we must check data before copying them on Tape (see ARI-L
project).

laﬂﬁk[IInyE;

Front-end: 2 Lenovo server SR 650
IBM FlashSystem 92 TB all flash

70 TB licensed IBM Spectrum Scale
Spectrum Archive (File System)
Spectrum Protect (File System)

W

\
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Partitions:

Filesystem Size Used Avail Use% Mounted on
lv_archive 01 25T 24G 25T 1% /ia2 tape archive 01
1lv_generic rw 01 13T 3.1T 9.2T

26% /ia2 tape generic rw 01
1v_stb 01 32T 14T 18T 44% /ia2 tape stb 01




Infrastructure: HW

Future expansions:
o Tape library:
m Completion of the LTO7 rack;
m LTOS8 new rack;
o Transfer node expansion to full capacity all flash
o Virtualization system:
m acquisition of at least 2 servers (2x32 core; 1TB RAM)
m storage expansion all flash (+100TB)
Net: request for a data dedicated subnet through INAF data centers.
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. IA2 hosts data and services for several Projects:
- ECOGAL;
- EUROPLANET;
- ARI-L;
- CUBES;
- MINCE;
- VialLactea / VLKB;
- SKADC;
It also hosts web pages and services:
- Home page of the Astronomical Observatory of Rome;
Solar Telescope of the Catania Astrophysical Observatory;
Schede INAF;
Computing Catania
- Open Access storage;
IA2 activities to support INAF
- INAF survey;
- INAF researchers to store simulated data out of CINECA

Supported Projects

[ ] Production
v ] hosted

[ aeneas-oc.ia2
(53 astrodeep.ia2_C7
(5 cold.oact

ﬁ colddata.ia2
[p cta-bgr.inaf.it
(53 cubes-pm.ia2
[ divisioni.inaf
(9 hosting.ia2
E; ia2-byurakan
[_F; ivoa.info

ﬁ mail.ivoa.net
53 schede.inaf.it
(3 solac-ct2.ia2

A
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Contribution to Projects A

IA2 personnels were/ are involved in: IA2 expertise:
- AENEAS; - data archive handling;
- INDIGO Data Cloud; - database management;
- SKATM; - data center architecture;
-  SKARGCG; - System Administration;
-  PNRR; - web based application development;
- IVOA; - data distribution software development;
- EuroPlanet; - Distributed and parallel filesystems (GPFS, LUSTRE);
- ARI-L; - authentication and authorization systems;
- CN1 - HPC: Spoke3 Astrophysics and - astronomical interoperability standards;
Cosmos Observations - services provision;

- - user support;
- workflow management system & pipelines;
IA2 host also all USCS8 - Settore 4 Servizi - scientific use cases (radio and optical)
Informatici in house services

IA2 participated to
- Google platform PoC
- IBM Spectrum Scale PoC



D  Contact points

If you need support for the offered services (e.g. problems,
activation of new accounts, etc.) please contact us at:

supporto-servizi-usc8@inaf.it



B»  On demand resource access on the
Cloud

e \We are currently offering access to AWS Cloud service for
computational power via on-demand request.

e You can request resources at any time by filling out this
form (or scan the QR Code)

e Requests will be evaluated in few days

https:/[forms.gle/5SrJmuCwNjPYMXBAGA
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- IA2 offered services

usc viin

Storage support:
WEB ——VOSpace http://vospace.ia2.inaf.it/ui/
SSH ——IDEM Credentials on dedicated VM,;

e < 20TB ask for storage compiling the Pleiadi CALL,;
e > 20 TB fill the dedicated form

e today cost in preservation for 10 TB ~ 70 Euro (ivato)

e warning: provisioning and production timing is not immediate!
e for best practices on data transfer please visit here

VMs support: IA2 can release VMs but the management and software update is

not on its duty. You are request to accept the update responsibility policy for
possible software vulnerabilities.

Request VM filling the form and read and sign the agreement document.

Web page hosting: please ask directly to ia2@inaf.it


http://vospace.ia2.inaf.it/ui/
https://docs.google.com/forms/d/e/1FAIpQLSeFZQt1i13v0PGzLmmsJ9CM-Gn6Qgq0T31WwNbQO1Jlk3b5kw/viewform?usp=sharing
https://www.ia2.inaf.it/index.php/ia2-services/data-sharing-preservation/long-term-preservation
https://docs.google.com/forms/d/e/1FAIpQLSePhzQEM8-r0Meb6nnociW4C_8CVd_vK8916iVehRTN-fzRew/viewform?usp=sf_link
https://drive.google.com/file/d/1P4ebCvKD3X2Uh0VMbtmGmUMG9zZ2HItn/view?usp=drive_link

I Tapelibrary

The INAF - |IA2 tape library is a peculiar hardware to perform data preservation. It is

not intended to be used like an online storage also if it is very fast in data writing and
retrieval.

It is intended for WRITE ONCE - READ MORE and data stored there is immutable,
so please use it consequently.

For more details please feel free to contact us at ja2@inaf.it



mailto:ia2@inaf.it

W  Training and dissemination

If you need help in data organization please visit the training course
offered by the USC VIII:

“Fondamenti di data management plan e data models applicati alla
scienza”

For more details and support please write at the following email address:

supporto-curadati-usc8@inaf.it

Thanks!


https://indico.ict.inaf.it/event/2668/
https://indico.ict.inaf.it/event/2668/
mailto:supporto-curadati-usc8@inaf.it

