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https://github.com/NIFTy-PPL/NIFTy



Sky description

Model & Optimization

3

d

Rs n

ξb

sb



Sky description

Model & Optimization

3

Synthetic image data 

d

Rs n

ξb

sb



Sky description

Model & Optimization

4

Reconstructed components

d

Rs n

ξb

sb



Sky description

Model & Optimization

5

Reconstructed components

d

Rs n

ξb

sbspn

ξp1

sp1

ξpn



Sky description

Model & Optimization

6

Reconstructed components

d

Rs n

ξb

sb st1 stn

ξ t1 ξ tn

spn

ξp1

sp1

ξpn



Object Identification

7



Challenges 

- precise localization 

- unknown number of  
objects 

Object Identification

7



Challenges 

- precise localization 

- unknown number of  
objects 

U-Net architecture 

Object Identification

7

https://arxiv.org/abs/1505.04597



Challenges 

- precise localization 

- unknown number of  
objects 

U-Net architecture 

Training data 

- RadioGalaxyDataset * 

Object Identification

7

https://arxiv.org/abs/1505.04597* https://zenodo.org/records/7692494 



Challenges 

- precise localization 

- unknown number of  
objects 

U-Net architecture 

Training data 

- RadioGalaxyDataset * 

DBSCAN

Object Identification

7

https://arxiv.org/abs/1505.04597* https://zenodo.org/records/7692494 



Steps 

(a)    identification 

(b)    modeling 

(c)    optimization

Iterative Method

8



Steps 

(a)    identification 

(b)    modeling 

(c)    optimization

Iterative Method

8

(data)



Steps 

(a)    identification 

(b)    modeling 

(c)    optimization

Iterative Method

8

(data)



Steps 

(a)    identification 

(b)    modeling 

(c)    optimization

Iterative Method

8

(0c)
(data)



Steps 

(a)    identification 

(b)    modeling 

(c)    optimization

Iterative Method

8

(0c) (1a)
(data)



Steps 

(a)    identification 

(b)    modeling 

(c)    optimization

Iterative Method

8

(1b)

(0c) (1a)
(data)



Steps 

(a)    identification 

(b)    modeling 

(c)    optimization

Iterative Method

8

(1b)

(1c)(0c) (1a)
(data)



Steps 

(a)    identification 

(b)    modeling 

(c)    optimization

Iterative Method

8

(2a)

(1b)

(1c)(0c) (1a)
(data)



Steps 

(a)    identification 

(b)    modeling 

(c)    optimization

Iterative Method

8

(2a)

(1b) (2b)

(1c)(0c) (1a)
(data)



Steps 

(a)    identification 

(b)    modeling 

(c)    optimization

Iterative Method

8

(2a)

(1b) (2b)

(1c)(0c) (1a)
(data)

richard.fuchs@tum.deRichard Fuchs more talks on NIFTy, here at ML4ASTRO


