
TransformerPayne: Enhancing 
Spectral Emulation Accuracy and Data 
Efficiency by Capturing Long-Range 

Correlations

Tomasz Różański, Yuan-Sen Ting, Maja Jabłońska

ML4Astro2, Catania, 10.07.2024

https://arxiv.org/abs/2407.05751



Background and motivation

- Inferring parameters of stellar atmospheres, including precise individual 
abundances, becomes computationally prohibitive when considering large 
surveys like 4MOST or WEAVE, which will collect millions of stellar spectra,

- One method to amortize the cost of inference is by developing precise and 
fast emulators that can replace spectral synthesis in pipelines,

- The current state-of-the-art emulator, The Payne (Ting et al., 2018), tends to 
saturate in prediction accuracy even as the size of the training dataset 
increases.
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Goals

- Developing more precise spectrum emulation and reducing the number of 
spectra required to train an emulator with equivalent accuracy,

- Addressing the limitations of the small scale inherent in the original The 
Payne emulator,

- Developing a new architecture capable of efficiently handling correlations 
across widely separated wavelengths, such as those associated with spectral 
lines of the same elements in stellar spectra,

- Experimenting with fine-tuning as a way to increase data efficiency of training 
spectra emulators.
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Pre-training and training datasets 
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Emulation quality overview
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The Payne emulator
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TransformerPayne emulator
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TransformerPayne emulator
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Parameters inference
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Parameters inference
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Summary

- Scaling The Payne emulator by increasing the number of layers and the 
number of neurons in each layer prevents it from saturating as the number of 
training spectra increases,

- Parametrizing the emulator explicitly as a function of wavelength and 
incorporating flexible attention blocks leads to more precise and data-efficient 
emulation,

- Fine-tuning serves as a method to enhance data efficiency in stellar spectrum 
emulation,

- An interpretability study reveals that the TransformerPayne emulator naturally 
learns physically relevant features without direct supervision.
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