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Map-level emulator: Scientific Rationale
• End-to-end simulations of systematic effects in CMB 

experiments is highly computationally expensive 
• Typically only ~few hundreds of simulated maps are 

available (  kCPU hrs per simulation)

• High accuracy and ML studies need  or 
more simulations! Repeat for different sys. effects…
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𝒪(104−5)

• Circumvent simulation using generative modelling to 
emulate maps!

• But…small training sets not sufficient for direct 
emulation of the fields

• Use a latent representation of the fields as 
intermediate step! 

• Then emulate maps from this latent representation

End-to-end 
simulated CMB 

maps

Emulated maps

Latent representation



Missione 4 • Istruzione e Ricerca ICSC Italian Research Center on High-Performance Computing, Big Data and Quantum Computing

Technical Objectives, Methodologies and  Solutions
• Choose a Latent representation: Wavelet Phase Harmonics (WPH)
• Why?

• Highly sensitive to non-Gaussian information content (typical of systematics)
• Doesn’t require training!  
• Need to make sure that emulated observables are distributed correctly

• WPH can be contrasted with CNNs: WPH filters are defined by wavelets rather than 
learned from data  can be applied when number of simulations is small or just 1

• Used in recent literature in similar contexts:
• Generation of dust foregrounds maps from single training image (Jeffrey + 2021, 

Regaldo-Saint Blancard + 2022)
• Dust polarisation de-noising for Planck data (Delouis+2023)
• Emulating CMB anisotropies maps from cosmic strings (Price + 2023) 
• …

→
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Technical Objectives, Methodologies and  Solutions - 2
• Workflow for extreme data augmentation as in Price+2023

1. Create a small ensemble 
of (expensive) end-to-end 
simulations

B. Compression Step C. Synthesis Step

1.Draw uniform random 
simulation  from the 
ensemble 

2.Compute latent vector 
 where  

is the WPH mapping

xsim

zsim = Φ(xsim) Φ

1. Take random Gaussian realisation  

2.Using autodiff property of compression 
mapping , do iterative minimisation of 
-loss  

3.Obtain  such that  

4.repeat steps B and C to generate many 
emulated maps

x0

Φ ℓ2
ℒ(x) = | |Φ(x) − zsim | |2

2

xemu Φ(xemu) ≃ zsim

A. Simulation
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Technical Objectives, Methodologies and Solutions - 3
• Public codes apply only to small flat-sky patches 

suitable for ground-based experiments (e.g. SO/
CMB-S4)

• We want to apply this to CMB systematics in full-
sky suitable for satellites such as LiteBIRD: 
spherical scattering transform (Delouis+2022, 
McEwen+2021)

• Training set for LiteBIRD is already available
• Need to retain the correlations in the systematics 

among different frequency channels of the 
experiment (Regaldo-Saint Blancard + 2022, 
Delouis+2022)

• Complete our study by using the emulated training 
set for Simulation Based Inference for cosmological 
parameters (e.g. tensor-to-scalar ratio)
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Timescale, Milestones and KPIs

2023

Hiring

2024

Jun Jul Aug Sep Oct Nov Dec DecJan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

20232025

Jan Feb Mar Apr May Jun

Project definition

Final results 
of case study 
application

Algorithm study and project 
definition

Code development

Application to case study: 
SBI for tensor-to-scalar 
ratio

First test run on full-sky 
simulations

Checkpoint

Augmented 
emulated 
dataset

Inference 
using 
emulated 
dataset

KPI

Milestone

You are here
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Accomplished Work, Results
• Initial goal before hiring was just broadly defined

• I studied recent literature in order to find an appropriate problem to tackle

• I’m currently studying literature to identify the best algorithm for our needs for our 
preliminary project definition

• I’m gathering the most suitable available codes as a baseline to modify for our specific 
needs    
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Next Steps and Expected Results (by next checkpoint: April 
2024) 

• Identification and definition of the algorithms suitable for our case study

• The algorithm presented here is very promising: latent space defined via WPH filter + 
maximum likelihood algorithm for emulation +  SBI algorithm for inference on 
cosmological parameters

• Study and gather the codes already available in the literature

• By next checkpoint we aim to: 

1.Have project and algorithms defined  
2. Have started code development 
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Scientific Rationale

• Bottleneck can be overridden by NN emulators! Factor  faster than Boltzmann 
solvers

• But…NN emulators require re-training for each cosmological model being compared to 
data (e.g. beyond CDM models) 

• Re-training can be very expensive!  spectra needed,  mins per spectrum 
• Solution: porting Boltzmann codes Camb or Class to GPU!

𝒪(103−6)

Λ
𝒪(105 − 6) 𝒪(10)

Model  with 
parameters 

M

θ = {θ1, θ2 . . . }

Data D

Theoretically predicted 
observables             

(e.g. power spectra 
computed from 

Boltzmann codes)

Observables 
 

(e.g. power spectra 
computed from maps)

O = O1, O2 . . .

Likelihood 
 

evaluated at each sampling 
step

ℒ(M |D) ≡ ℒ(θ |O)

BOTTLENECK
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Technical Objectives, Methodologies and  Solutions
• The two main bottlenecks in Einstein-Boltzmann Solvers are:

1. The integration of cosmological perturbations over time that provides all transfer 
functions and related source functions. 

2. The line-of-sight integrals which project the transfer function from Fourier space 
to harmonic space 

• Step 1: perturbation module ideally suited for an NN approach (e.g. ClassNet), very 
difficult to optimize with HPC techniques: ODE algorithms are sequential in nature. 
Speedup factor ~ 3.

• Step 2: harmonic transfer module, can be tackled with GPU porting! Large number of 
independent integrals.
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Timescale, Milestones and KPIs

2023

Hiring

2024

Jun Jul Aug Sep Oct Nov Dec DecJan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

20232025

Jan Feb Mar Apr May Jun

First run on GPUs
Make code 
public

Profiling Code on 
CPUs

OpenMP offload with 
pragmas and first 
run on GPUs Optimize GPU implementation (e.g. move to 

OpenACC if OpenMP is not satisfactory)

Checkpoint

Plot 
scaling on 
CPUs

KPIMilestone

You are here
Find bottleneck on CPUs 1st 

spectrum 
on GPUs

Plot 
scaling on 
GPUs

Generate faster 
training-set for 
emulators 
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Accomplished Work, Results
- Elapsed time: wall time from the 
beginning to the end of collection

- CPU time: time during which the CPU is 
actively executing your application

- Effective time: CPU time spent in the 
user code. Does not include Spin and 
Overhead time.

- Spin time: Wait Time during which the 
CPU is busy

- Overhead time: CPU time spent on the 
overhead of known synchronization and 
threading libraries, such as OpenMP

- CPU time = Effective time + Spin time 
+ Overhead 
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Accomplished Work, Results - 2 
• Profiling of the CLASS code using VTune tool 
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Accomplished Work, Results - 3
• Specifically in the transfer module we find:
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Next Steps and Expected Results (by next checkpoint: April 
2024) 

• Milestones:
1. First CLASS Run on GPUs using OpenMP pragmas
2. First attempt at profiling CLASS on GPUs

• KPIs:
3. First spectrum computed with GPUs
4. Plot CLASS scaling on GPUs
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Wavelet Phase Harmonics statistic


