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Scientific Rationale

Open-GADGETS3
& Numerical cosmology \

& Structure formation and evolution
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Technical Objectives, Methodologies and Solutions

The Lagrangian code Open-GADGET — — —
Code: descendant of our developer version of GADGET-3 (TreePM+SPH, originally from Springel 2005), featuring an improved SPH
formulation and several advanced physical modules (e.g. chemical evolution and enrichment by L. Tornatore)

Main differences between Open-GADGET and its predecessor include: restructuring of calls to functions, tasks split in
several individual functions, enhanced modularity and OpenMP parallelization...

EE— The code - \
& TreePM+SPH code '

® Descendant of a non-public evolution of GADGET-3 code |

' _ _ _ " - - . \ USM
® State-of-the-art code for cosmological hydrodynamical simulations Open-GADGET3
® Highly optimised code: MPI parallelised + OpenMP

S UNIVERSITA &
{80} DEGLI STUDI
DITRIESTE § -

& Improved SPH formalism

® Several modules for sub-resolution physics: star formation, stellar
feedback, BH accretion and feedback, chemical enrichment, dust

evolution
® Runs on CPUs and GPUs

= — -
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Technical Objectives, Methodologies and Solutions

The Lagrangian code Open-GADGET - - — S
Code: descendant of our developer version of GADGET-3 (TreePM+SPH, originally from Springel 2005)

Key differences between Open-GADGET and its predecessor GADGET-3

—— Main tasks within the WP 1 of Spoke3 ——
| |
—_— The code — Develop Open-GADGET further:
® TreePM+SPH code ’ ® including additional physics ‘
® Descendant of a non-public evolution of GADGET-3 code

& extending existing modules
& State-of-the-art code for cosmological hydrodynamical simulations| | ¢ improving code performance

® Highly optimised code: MPI parallelised + OpenMP

® Improved SPH formalism \ Core team i | ste: S. Borgani, L. Tornatore, G. Murante,

& Several modules for sub-resolution physics: star formation, stellar M. Valentini, T. Castro, P. Monaco, G. Taffoni, A. Damiano,
feedback, BH accretion and feedback, chemical enrichment, dust | | G- Granato, D. Goz, P. Barai, M. Parente, A. Saro, M. Viel
evolution

® Runs on CPUs and GPUs and collaboration ii [ ._ h led by K. Dolag

ICSC ltalian Research Center on High-Performance Computing, Big Data and Quantum Computing Missione 4 ¢ Istruzione e Ricerca
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Technical Objectives, Methodologies and Solutions

The Lagrangian code Open-GADGET — - —
I Code: descendant of our developer version of GADGET-3 (TreePM+SPH, originally from Springel 2005) ’

=— = = =5 —

— - T — - - Different sub-resolution
- ® Model based on the multi-phase effective model by Springel & Hernquist (2003) models available

® MUPPI (Murante+ 2010, 2015, valentini+ 2017, 2019, 2020, 2023, Granato+ 2021), featuring: |
' AGN FEEDBACK |

ENERGY COUPLED . . . . . .
| TOCOLD PHASE @ description of a multi-phase ISM (valid for resolution particles with mass ~ 10* — 10’ Mo )
AGN INDUCED .
EVAPORATION @ H»> - based star formation
' @ thermal and kinetic stellar feedback
@ stellar feedback from low-metallicity environments
@& stellar evolution and chemical enrichment skar {Qrm&&gom
- Stellar - _ }
component //f' g @ angular-momentum-dependent gas accretion

e
AGN FEEDBACK
ENERGY COUPLED

TO HOT PHASE @ formation and evolution of dust, and dust-assisted cooling

— — = — —

@ isotropic, thermal AGN feedback

ICSC ltalian Research Center on High-Performance Computing, Big Data and Quantum Computing Missione 4 ¢ Istruzione e Ricerca
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Timescale, Milestones and KPIs

Milestones

& GPU porting
& Re-structuring of the code to enhance its modularity
& New/updated (sub-grid) physical modules for cosmological hydrodynamical simulations |

& Improving OpenMP optimisation of the code and extending it to all modules

Timescale S — - _ -

® end of 2024: GPU porting and extension of OpenMP optimisation

& mid 2025: Code re-structuring and new sub-grid modules inclusion

Key Performance Indicators — _ . _ B

& availability of new modules of the code and improvement of existing ones for simulations carried out within the collaboration
& publication of scientific papers on refereed journals

® code release

= = — —

ICSC ltalian Research Center on High-Performance Computing, Big Data and Quantum Computing Missione 4 ¢ Istruzione e Ricerca
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Accomplished Work, Results

Halo mass: FOF'; universal function: Sheth-Tormen

STRESS: inSighT on daRk mattEr with coSmological Simulations ACDM: a = 0.707, p = 0.3
WDM 1 keV: a=1.000,p = 0.300, WlIldOW = smooth-k, ¢yrp) = 3.3, 0 = 4.8
Call for Leonardo Early Access Program WDM 3 keV: a =0.707, p = 0.300, window = smooth-k, ¢ys gy = 3.3, 5 = 4.8
C I N ECA f’* :q 5 EuroHPC ' 2. 2z = 8.70

Project Scope and Plan - Leonardo Early Access Program (LEAP)

Team: Valentini M., Castro T., Borgani S., Viel M., Tornatore L.,
Ragagnin A., Dolag K., Parimbelli G., Murante G., Dakin J.

Main scientific goals of the project:

@ theoretical understanding of primordial structure
formation

& characterisation of the nature of dark matter

® exploitation and reliability of galaxy clusters as v o
cosmological probes 10° 1010 107 108 1010 102 103 1010 1012

M M /h] M M /h] M (M /h]
Plot by G. Parimbelli
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Accomplished Work, Results

Dear All,
Dear Leonardo Beta Users, in view of Leonardo forthcoming opening to production, scheduled for May 22nd, and the atos/nvidia acceptance tests | Sheth-"Tormen
being completed, we are finally approaching the final configuration of the cluster and a stop is required tomorrow, May

I'm sorry to inform you that the cluster has not been released yet by NVIDIA/Eviden, and two additional reservations 17, starting at 10 am. We expect to put the cluster back to production within the early afternoon. = (0.3
have been defined ending tomorrow at noon. We still have not been informed if there is the need for the cluster to be During the stop the login node will NOT be available.

involved in additional tests after tomorrow noon. We'll update you as soon as we know more. Dear LEAP Users,
3 the maintenance operations on Leonardo are still ongoing, due to some unexpected issues. We will inform you as
Best regards, soon as the access will be restored.

Dear Users,

We apologize for the inconvenience,

we are sorry to inform you that, due to unpredictable technical issues, we have to postpone the
start of the preproduction phase scheduled for today, at 12 pm.
We will update you as soon as the new opening date is fixed. The access from restricted IPs will keep in place.

Best regards

Dear all,
Best regards, , Today @13:00 CEST the external network equipment will lose power. The power will be recovered after about 2
HPC User Support and Production Team y ' . : : . '
hours. In the meanwhile, all the connections to the equipments will be truncated.
Dear Users, L = | Apologies for the so short notice,
the works at Tecnopolo were not concluded yesterday; a new operation is now ongoing, causing again the ")
disconnection of the cluster from the external network. We are working to re-establish the connection within the =|= 1.01 HPC User Support and production Team
shortest delay, we apologize for the inconvenience. =
Dear All,
Best regards, in order to finalize the last steps of the Tecnopolo building site setup, Leonardo will undergo an electrical shutdownin |— 10 """""""""""""""""""" , 1)
HPC User Support @ CINECA blocks of node§, starting from Junt_a 5 tg June 15. The operations should not affect your jobs, but keep in mind that 10 10+
you may experience longer queueing times.
Dear All,
Best regards,
due to the ongoing activity on the electrical system of Leonardo datacenter, a cooling issue is currently affecting the
machine room, and several failures occurred on the storage system is making it extremely unstable. HPC User Support and Production Team @ CINECA
We are trying to recover the situation within the shortest possible delay, we'll update you as soon as possible.
We apologize for the inconvenience, Dear LEAP Users,
HPC User Support and Production Team @ CINECA the state of the cluster, of the Data Center, and of the storage system were partially recovered, and a reduced number
Dear Users, er of nodes could be put back into production. Some additional disservices may occur until June 15.
due to the ongoing electrical maintenance in the data center, tomorrow at 7:30 am we have to cut the power of one of Best regards,
the two main electrical branches off (with the chillers powered by the branch). This may cause a general overheating

of the facility with the subsequent need to shut the scratch equipment down (to avoid critical failures in the storage "S aq HPC User Support and Production

system). Dear All,
Your running jobs accessing the $SCRATCH area may be killed, apologies for the inconvenience. The operation will VYL the scratch storage had again to be shut down, and all the compute nodes were drained, hence at present Leonardo
end on June 14" at 1 pm. is not available to production. We will inform you as soon as the cluster functionality will be recovered.

Best regards,
Best regards,

HPC User Support and Production Team @ CINECA

HPC User Support and Production Team @ CINECA

ICSC ltalian Research Center on High-Performance Computing, Big Data and Quantum Computing Missione 4 ¢ Istruzione e Ricerca
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Accomplished Work, Results

Dear Leonardo Beta Users,

I'm sorry to inform you that the cluster has not been released yet by NVIDIA/Eviden, and two additional reservations
have been defined ending tomorrow at noon. We still have not been informed if there is the need for the cluster to be

involved in additional

Best regards,

Dear All,
in view of Leonardo forthcoming opening
being completed, we are finally approac
17, starting at 10 am. We expect to put {

During the stop the login node will NOT

Dear All,

in order to apply a few configurational changes, a series of operations are now ongoing on Leonardo which may affect
the cluster availability and functionality. In particular, today starting at 14:00 the slurm service may experience some
interruptions and job failures. We will inform you as soon as all operations are complete.

We also inform you that at the moment login14 is not accessible for new connections, we will update you in the next

few hours.

Best regards,

Dear Users,

a total blackout at Leonardo building occurred last night and at present the cluster is not reachable from outside. The
compute racks went in safety shutdown for cooling issues and the storage system is under investigation.
We will inform you as soon as the cluster goes back to production.

Best regards,
HPC User Support and Production

Dear Users,
in 30 minutes time we will put the /leonardo filesystem in read-only mode to perform the operations needed for the

formatting of the home. We didn't find any running job working/writing in home, hence we expect no job failures.

As for your activity, you will not be able to edit/write files, compile etc. in your homes, but you can keep reading files
(such as input, or loading binaries for your jobs). Please, close all your open files and move your interactive activity to
$SCRATCH until further notice.

Dear All,

Dear Users,

the works at Tecnopolo
disconnection of the clus
shortest delay, we apolo

The end of the maintenance is expected for tomorrow in the early afternoon.

Best regards,

Leonardo will remain unavailable in the next hours until completion of the operations undergoing on the filesystems.

We apologize for the inconvenience,

HPC User Support and production Team

Dear Users,

Best red Dear Users,

HPC Us

Dear

due t

the maintenance operations on Leonardo's filesystems are still ongoing and the access to the login node is still
inhibited. The operations will proceed during the night, we will update you tomorrow morning.

Best regards,

machine room, and several failures occurred on the storage system is makmg it extremely unstable.
We are trying to recover the situation within the shortest possible delay, we'll update you as soon as possible.
We apologize for the inconvenience,

rds,

ALY ] \JUII\IIIEI] “AlrTvowin Is L\ 1A

HPC User Support and Production Team @ CINECA

this is to inform you that we are still experiencing some issues regarding

finalize the last steps of the Tecnopolo building site setup, Leonardo will the operations that are necessary to put the cluster back to production.
nodes, starting from June 5 to June 15. The operations should not affect
xperience longer queueing times.

We will promptly inform you as soon as we have updates.

We apologize for the inconvenience.

Dear Users,

due to an unexpected technical issue to Leonardo cooling system, today's

Dear LEAP Users,

HPC |

Dear Users

04/10/2023
Dear Users,

maintenance is still ongoing in order to properly recover the cluster's full
functionality. We will inform you as soon as Leonardo will be back in
production.

Dear Users,

, and of the storage system were partiall
n. Some additional disservices may occl

):l We apologize for the inconvenience,

Dear Users,

due to the d@

the two mail

of the facilit

we are sorry to inform you that, due to a malfunctioning procedure managing
the state of the nodes and their availability to production, at the moment it

is not possible to submit jobs. The current running jobs will not be affected
by the issue, and the pending jobs will remain in the queue. We will inform
you as soon as the problem will be solved.

system).
Your runnin

end on Jun

] We apologlze for the inconvenience,

Best regard

S,

HPC User Support and Production Team @ CINECA

this is to inform you that Leonardo will be stopped next Tuesday, September
26th, due to scheduled maintenance.

The stop will begin at 8:00 am and the cluster will be back to production
within the afternoon of the same day.

During the maintenance, login nodes will not be available.

Best regards,

HPC User Support @ CINECA

this is to inform you that, as a result of the ongoing work to put the
general purpose partition in production, you may experience interruptions in

All,

cratch storage had again to be shut do
It available to production. We will inform
regards,

the InfiniBand network, resulting in job hangs or errors.

We apologize for the inconveniences.

FPT User Support and Production Team @ CINECA

Missione 4 ¢ Istruzione e Ricerca
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Accomplished Work, Results

Sub-resolution accretion disc links BH accretion on resolved scales to BH spin evolution

BH accretion rate —#% disc mass —# accretion episodes

BH spin direction and magnitude defined by angular momentum of accreting gas

Given initial BH spin and mass —# post-merger BH spin vector

197.8 Myr 298.3 Myr BH radiative efficiency
dependent on BH spin
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Next Steps and Expected Results (by next checkpoint: April 2024)

Number of GPUs

-~ The MPI/OpenMP implementation of Open-GADGET3 has OpenACC support for GPUs N T T
(Ragagnin, Dolag+ 2020; GPU porting via OpenACC directives) |
—g Exploiting modern GPUs ~—¥ total speedup by up to a factor of ~2-4 (for cosmological g 3
sims with > 107 particles) 29, :
gga 100 - =
~~ safd :
—% Open-GADGET3 performance on modern GPUs keeps its speedup over different g?;g -
architectures (e.g., V100+NVLink or P100+PCl Express) and a number of devices pE
Weok Scolmg SuperMUC NG OpenMP scaling SuperMUC NG o
106 i T = 2 E 20 Condoctl i " ol PSR s— P ppe— R .
' . ‘-‘""o\ a . FoF /Subfing - 12 120 1200 12000
: § ‘6‘;‘,’"": n/ sir " Number of cores used in the host
" ' . %, L5l :
$ipp  TtTemmeel ] T - —
e | s et X - m& Optlmlsatlon of the code performance
O S, —oeuun X BE AV
T Iy, | g ] .1 (collaborations with Cineca, SPACE...)
{ 10tk Domogi o o U""".‘,_ e = -
3 anrsl N 0.5T 1 =¥ Development of the porting of OpenGADGET on
i e | ' GPUs: downstripping of the code to its backbone j
NumCores; 48 768 9216 49152 29491 0.0 ) | tr
~ ee build and walk, domain decomposition
108 107 108 i@ 1% 10" 1" ( - o p )

N
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Next Steps and Expected Results (by next checkpoint: April 2024)

Development and use of modules for the description of sub-resolution astrophysical processes.

b

Completion, testing and validation of the module to describe the dynamics of Black Hole particles.

Completion of the testing phase of the "MUIti-Phase Particle Integrator" (MUPPI) model for star formation and
stellar + AGN feedback. We will tune the MUPPI model so as to reproduce the correct observational properties of

galaxies of different mass and morphology, from typical late-type disk galaxies to massive early-type galaxies.

Include new modules and extend/lmprove
| existing ones for sub-grid physics

ICSC ltalian Research Center on High-Performance Computing, Big Data and Quantum Computing Missione 4 ¢ Istruzione e Ricerca
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Next Steps and Expected Results (by next checkpoint: April 2024)

The OpenGADGET project aims at making the use of the many complex physics modules more user friendly.

Substantial effort in cleaning and making more transparent the definition of the code configurations and of
the files setting the many parameters.

—  Construction of a reference structure for the files which configure several reference production runs and
files of parameters for the OpenGADGET code.

-~ Re-structuring of the code (modularity)

~¥ | Cleaning the code and documenting its status

ICSC ltalian Research Center on High-Performance Computing, Big Data and Quantum Computing Missione 4 ¢ Istruzione e Ricerca
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Next Steps and Expected Results (by next checkpoint: April 2024)

Key Science Projects

1. —% EAGER: Evolution of gAlaxies and Galaxy clustErs in high-Resolution cosmological simulations

Stefano Borgani, Milena Valentini, Luca Tornatore, Alice Damiano, Alex Saro, Giuliano Taffoni, Tiago Castro

Talk on Wednesday by Milena Valentini

2. ¥ SLOTH: Shedding Light On dark matter wiTH cosmological simulations

Milena Valentini, Stefano Borgani, Tiago Castro, Luca Tornatore, Matteo Viel, Alice Damiano, Pierluigi Monaco, Giuliano Taffoni

Talk on Wednesday by Tiago Castro
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