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21	cm	line	from	neutral	hydrogen

First	theoretically	predicted	by	van	
de	Hulst	in	1942. 
 
Detected	by	Ewen	and	Purcell	in	
1951.



Widely	used	to	map	the	HI	content	of	our	
galaxy	and	nearby	galaxies

Circinus	Galaxy
ATCA	HI	image	by	B.	Koribalski	(ATNF,	CSIRO),	K.	Jones,	M.	Elmouttie	(University	of	
Queensland)	and	R.	Haynes	(ATNF,	CSIRO).



But	the	potential	of	the	21-cm	line	
as	a	cosmic	probe	is	revolutionary
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Towards the Big Bang

Epoch of Reionization Cosmic Dawn Dark Ages

Cosmic	21-cm	signal
First	StarsFirst	Xray	binariesFirst	galaxies



What	can	we	learn?



• Galaxy	clustering	+	stellar	properties	à evolution	of	
large-scale	EoR/CD	structures

McQuinn+	2007

Abundant,	faint	galaxies Rare,	bright	galaxiesvs

94	Mpc

Timing	of	reionization	and	the	properties	of	
the	(unseen)	galaxies	that	drive	it



Properties	of	sources	that	heat	the	IGM

Energy feedback of XRBs at high z 3

Figure 1. (Left panel) X-ray luminosity density (X-ray luminosity per unit co-moving volume) in the 2–10 keV energy range as a function of redshift. The
grey shaded area shows the differences between the predictions of the six highest likelihood models by Fragos et al. (2013) for the X-ray emission coming from
XRBs. The black solid line corresponds to the median value of the different models, and the dotted dark-grey line to the polynomial fit on the median, described
in equation (2). For comparison the X-ray luminosity density of AGN in the same energy range is plotted, as reported by different AGN models and observations
(Croton et al. 2006; Hopkins et al. 2007; Silverman et al. 2008; Aird et al. 2010). (Right panel) The spectral energy distribution per unit co-moving volume of
the global XRB population at five different redshifts. The solid lines correspond to the median value of the different models and the shaded area denotes the
model uncertainties.

models are calculated. Using these best fit spectral models,
and assuming that the interstellar absorption in high redshift
galaxies is similar to that in the Milky Way today, we calcu-
late for each energy band the mean and the variance of the
bolometric correction for the high-soft and low-hard states,
and BH and NS XRBs separately. Combining these bolomet-
ric corrections with our population synthesis models allows
us to estimate the SED of a XRB population.
The right panel of Figure 1 shows the SED per unit co-

moving volume of the global XRB population at five differ-
ent redshift values. We should note here that this SED cor-
responds to the radiation that escapes the galaxy where the
photons are produced, as the interstellar absorption is already
taken into account. These photons that escape the galaxy can
then interact with the IGM. We find that the shape of the
SED remains approximately constant with redshift, and it is
only its normalization that evolves by ∼ 4 orders of magni-
tude (see left panel of Figure 1 and discussion above). The
constant SED shape is due to the fact that at all redshifts it
is only the brightest BH XRBs in high states that dominate
the integrated spectra. This is something to be expected from
the shape of the X-ray luminosity functions of observed XRB
populations in nearby galaxies. The shape of the X-ray lu-
minosity functions of both LMXBs and HMXBs can be ap-
proximated by single power laws, which have exponents less
than 2 ( dNdLX ∝ L−nX , with n< 2; Fabbiano 2006, and references
therein). Hence, the integrated luminosity of the whole pop-
ulation is always dominated by the few brightest sources that
are usually BH XRBs in the high-soft state. The SED data
at the five different redshift values shown in Figure 1 can be
found in the online only table.
Our model of the evolving X-ray luminosity density and

mean X-ray SED can be used to estimate the contribution that
XRBs in galaxies from z = 0–20 provide to the cosmic X-ray
background. We integrated these models following:

Stot =
∆Ω

4π
c
H0

∫ 20

0

ρX(z)K(z)dz
(1+ z)2ε(z)

, (1)

where∆Ω = 3.0×10−4 sr deg−2, ε(z) =
√

Ωm(1+ z)3+ΩΛ, ρX
is the 2–10 keV luminosity density from our model (see left
panel of Fig. 1), and K(z) provides the redshift-dependent
K-correction from rest-frame 2–10 keV to the appropriate

observed-frame energy range. The K-corrections are based
on the SEDs shown in the right panel of Figure 1. Applying
this integration to the observed-frame 0.5–2 keV bandpass,
we find that XRB emission from all z = 0–20 galaxies is ex-
pected to contribute S0.5−2 keV≈ 7.6×10−13 erg cm−2 s−1 deg−2
to the cosmic X-ray background intensity. By compari-
son, Lehmer et al. (2012) found that X-ray detected normal
galaxies in the 4 Ms Chandra Deep Field-South contribute
2.4×10−13 erg cm−2 s−1 deg−2 to the resolved 0.5–2 keV back-
ground, and an additional 2.0× 10−12 erg cm−2 s−1 deg−2 of
the background remains unresolved. Our model is therefore
within the allowed limits of the cosmic X-ray background
(also in agreement with constraints derived by Dijkstra et al.
2012), and if we assume that the X-ray detected normal galax-
ies are dominated by XRB populations, our analysis indicates
that normal galaxies are expected to account for≈26% of the
remaining unresolved 0.5–2 keV emission.

3.2. Prescriptions for the energy feedback of LMXB and
HMXB populations.

As already mentioned, our population synthesis modeling
uses as input the SFH and metallicity evolution predicted by
the Millennium II simulation. As a consequence, our results
depend on the cosmological model and the galaxy forma-
tion and evolution prescriptions used by Boylan-Kolchin et al.
(2009) and Guo et al. (2011), respectively. In order to al-
leviate this caveat, we extracted from our models the de-
pendence of the X-ray luminosity of HMXBs per unit SFR
(LX ,HMXBs/SFR) on the mean metallicity (Z) of the newly
formed stars and the dependence of the X-ray luminosity
coming from LMXBs per unit of stellar mass (LX ,LMXBs/M∗)
on the mass-weighted mean stellar age (T ) of the population.
Figure 2 shows that LX ,HMXBs/SFR varies by more than an or-
der of magnitude going from solar metallicity to less than 10%
solar. This also indicates that at the era when HMXBs were
dominating the X-ray radiation of the Universe LX ,HMXBs/SFR
was approximately an order of magnitude higher than what is
measured in the local Universe (at z ! 8, Z " 20%Z"). The
variation of LX ,LMXBs/M∗ with the mean stellar age of the pop-
ulation is even stronger, peaking early on at stellar population
ages of∼ 300Myr and then gradually decreasing to the values
observed in the local Universe. We should note here that the

Fragos+	2013

High	Mass	X-ray	Binaries	are	
expected	to	dominate	the	X-ray	
background	beyond	z	>~	5	



“Fiducial”	scenario:	the	IGM	is	heated	by	X-rays	
from	HMXBs	before	reionization

McQuinn	&	O’Leary	(2012)

SFR	required	to	reionize	the	Universe:

is	larger	than	the	SFR	needed	to	heat	it	to	
above	CMB	with	HMXBs:

4

to suppress cooling in halos with masses< 3.0×106 M!.5

X-ray heating: Another critical juncture occurred
when ρ̇SFR was sufficient for X-rays to have heated the
gas above the CMB temperature. Penetrating X-rays
are likely the most efficient mechanism for reheating the
IGM (Chen & Miralda-Escudé 2004). However, relat-
ing X-ray production to the star formation rate (SFR)
is more uncertain than relating ultraviolet emission to
SFR since X-ray production depends on the abundances
of X-ray binaries and supernovae. To do so, we follow
the methodology taken in Furlanetto (2006), using rela-
tions calibrated on low-redshift galaxies between X-ray
luminosity and the SFR. In particular, the critical SFR
density to heat the IGM with X-rays by the CMB tem-
perature is

[ρ̇SFR]X=4.0× 10−2Z5/2
20

(

tSFR
0.1 tH

)−1 (fX
0.2

)−1

(10)

×
(

LX/SFR

1040 erg s−1 M!
−1 yr

)−1

M! yr−1 Mpc−3,

where fX is the fraction of energy that heats the IGM
(Shull & van Steenberg 1985), LX/SFR is the ∼ 0.1 −
2 keV luminosity per unit SFR, tSFR is the timescale
over which the emitting population had been active, and
tH = H(z)−1. Equation (11) evaluated LX/SFR at
1040 erg s−1 M!

−1 yr, which is a factor of ∼ 5 higher
than low redshift measurements for the same relation-
ship except between 2 − 10 keV (Grimm et al. 2003;
Mineo et al. 2011).6 Interestingly, there is no evidence
for evolution in the LX/SFR, even to z ≈ 6 (Cowie et al.
2011). Using the Sheth-Tormen mass function, the e-
folding time, [d log fcoll(mh)/dt]−1, is 0.11 and 0.06 of
a Hubble time at z = 20 for mh = 106 M! and
mh = 108 M!, respectively.
Is it again possible for minihalos to have dominated

the X-ray reheating of the Universe? For our fiducial
parameters, JLW,21 would have been even larger by
a factor of 20 when [ρ̇SFR]X was satisfied than when
[ρ̇SFR]α was. Larger fX will reduce the resulting
JLW,21, making it more difficult for the Lyman-Werner
background to sterilize minihalos. However, X-rays
can also catalyze the formation of H2, combatting its
destruction via the Lyman-Werner background. We find
in models similar to Furlanetto (2006) that at [ρ̇SFR]X
the ionized fraction is increased by a factor of 10 over
the relic fraction from recombination. In the absence
of recombinations, 10 times more molecular hydrogen
will form such that a 10 times larger Lyman-Werner
background is required to yield the same H2 fraction.
This estimate of a factor of 10 is the upper bound on
how much JLW,21 can be increased, as the recombination
time is ∼ 1 Hubble time for virialized gas at z = 20 with

5 This estimate ignored the depletion of the Lyman-Werner back-
ground as these photons ionize the H2 in the mean IGM. This ad-
ditional absorption is estimated to contribute an optical depth of
1 − 2 (Ricotti et al. 2001), and density inhomogeneities will also
enhance the depth over these estimates.

6 The spectral index of the X-ray emission is uncertain, but
empirical determinations at low-redshifts are consistent with hav-
ing equal energy per log in frequency (Rephaeli et al. 1995;
Swartz et al. 2004). Low-z X-ray emission that traces star for-
mation is dominated by high mass X-ray binaries.

Fig. 1.— Model history of the gas temperature and spin temper-
ature (top panel) and of the mean 21cm brightness temperature
(bottom panel) for the parameters Nα = 104, fX = 1, f∗ = 0.02,
Nion = 4000, and fesc = 0.1, assuming that star formation traces
the mass in atomic cooling halos. The shaded regions qualita-
tively delineate the phases where different radiation backgrounds
drive the signal: first ultraviolet pumping, then X-ray heating, and
lastly Reionization. LEDA and DARE aim to constrain this signal
between 10 ! z ! 30.

the relic electron fraction.

Ionizations: The final effect that stars have on the
21cm signal is via their ionizations of intergalactic gas.
If a stellar population produces Nion ionizing photons
per stellar baryon, the critical SFR density required to
reionize the Universe to ionized fraction xi is

[ρ̇SFR]ion=4.4× 10−1 x̄i Z
3/2
20

(

tSFR
0.1 tH

)−1

×
(

fesc
0.1

Nion

4000

)−1

M! yr−1 Mpc−3, (11)

where fesc is the fraction of ionizing photons that escape
from their sites of production into the IGM. The factor
fesc is highly uncertain and likely to be % 1 (e.g.,
Kuhlen & Faucher-Giguere 2012), and Nion ≈ 4000 for
Z = 0.05Z! Pop II stars with a Scalo initial mass
function (IMF; Barkana & Loeb 2001). This number
varies at the factor of 2-level when changing assump-
tions regarding the metallicity and the IMF, at least for
empirically-determined IMFs. However, Pop III stars
with a top-heavy IMF are much more efficient producers
of ionizing photons, with Nion ≈ 40, 000 (Bromm et al.
2001).

Thus, we find [ρ̇SFR]α % [ρ̇SFR]X % [ρ̇SFR]ion in agree-
ment with Furlanetto (2006). In this ordering, radiation
from star formation first coupled the spin temperature to
the gas temperature such that the 21cm signal appears in
absorption. Next, radiation associated with star forma-
tion reheated the Universe, and, lastly, stellar radiation
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where fesc is the fraction of ionizing photons that escape
from their sites of production into the IGM. The factor
fesc is highly uncertain and likely to be % 1 (e.g.,
Kuhlen & Faucher-Giguere 2012), and Nion ≈ 4000 for
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function (IMF; Barkana & Loeb 2001). This number
varies at the factor of 2-level when changing assump-
tions regarding the metallicity and the IMF, at least for
empirically-determined IMFs. However, Pop III stars
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Thus, we find [ρ̇SFR]α % [ρ̇SFR]X % [ρ̇SFR]ion in agree-
ment with Furlanetto (2006). In this ordering, radiation
from star formation first coupled the spin temperature to
the gas temperature such that the 21cm signal appears in
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Patterns	in	the	Epoch	of	Heating
75
0	
M
pc

‘hard’	SED	~	HMXBs ‘soft’	SED	~	hot	ISM

Pacucci,	AM	+	2014

High-energy	processes	in	the	first	galaxies	are	also	encoded	in	the	cosmic	21-cm	signal

differences	are	easily	detectable	with	HERA	and	the	SKA



More	exotic	sources	of	early	IGM	heating?

• Cosmic	Rays?		(e.g.	Leite+2017;	Jana	and	Nath	2018;	Gessey-
Jones+2023) 

Cosmic Ray Heating and the 21-cm Signal 13
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Figure 4. Slices of tomographic maps of the IGM gas temperatures (top) and the 21-cm signals (bottom) for di�erent cosmic ray (CR) and X-ray heating
mechanisms shown at I = 16 where all four simulations predict approximately the same global signal h)21 i ⇡ �84 mK. From left to right the IGM heating
becomes more di�used as the heating carriers become longer-ranged (locally-confined CRs, free-streaming CRs, soft X-rays and hard X-rays). In addition, the
mean IGM gas temperature decreases from 20.5 K to 16.0 K, 13.4 K, and finally 12.4 K. The change in heating results in a reduced contrast between emitting
and absorbing regions in the 21-cm maps. All four simulations used the same cosmological initial conditions and the same slice of the simulation box is shown
in each case.

101520253035

Redshift z

100

101

102

P
ow

er
S
p
ec

tr
u
m

�
2

[m
K

2
]

(a) k = 0.1 cMpc�1

CR locally-confined

CR free-streaming

X-ray soft SED

X-ray hard SED

SKA 1000hr Noise

10�1 100

Wavenumber k [cMpc�1]

101

102

103

P
ow

er
S
p
ec

tr
u
m

�
2

[m
K

2
]

(b) �T21� = �84 mK

Figure 5. Comparison of the 21-cm power spectrum for the locally-confined cosmic rays, free-streaming cosmic rays, soft and hard X-rays (models are specified
in subsection 4.1.1). Panel (a) shows the redshift evolution of the 21-cm power spectrum at a fixed wavenumber : = 0.1 cMpc�1. Panel (b) shows the power
spectra versus wavenumber : at the redshift when the corresponding global 21-cm signal equals to h)21 i = �84 mK (which occurs at I ⇠ 16 for all the
considered cases). We find that the small-scale (high :) 21-cm signal varies significantly between the models, suggesting that the variation of the 21-cm power
spectrum with : could provide a diagnostic tool for the dominant heating mechanism. Also shown in both panels is the thermal-noise estimate for the SKA with
1000 hrs of observations (grey curve, Koopmans et al. 2015), illustrating the theoretical sensitivity of next-generation 21-cm power spectrum experiments.

20 for the locally-confined model, due to the correlations between star
formation and Ge which increase the average e�ciency with which
cosmic ray energy is deposited into the IGM as heat ( 5heat). The
non-linear relationship between h)21i and )K explains the fact that
uniform heating is the most e�cient at increasing h)21i. When the
WF coupling is e�cient (GU � 1) but before reionization becomes
significant (i.e. GHI ⇡ 1), the 21-cm signal scales as)21 ⇠ 1�)W/)K.

From this concave functional dependence, we see that )21 saturates
at a positive value for )K � )W but can take large negative values for
)K ⌧ )W . Consequently, when a volume average of )21 is taken the
weighting favours low )K. As a result, owing to the concentration of
heating into a small volume (that then saturates in 21-cm emission),
models with clustered IGM heating are less e�cient at raising the
mean )21 signal than the models in which heating is distributed

MNRAS 000, 1–21 (2023)

Gessey-Jones+2023

Different	mean	free	paths	—>	patchiness	of	heating



More	exotic	sources	of	early	IGM	heating?

• Cosmic	Rays?		(e.g.	Leite+2017;	Jana	and	Nath	2018;	Gessey-
Jones+2023) 

• Dark	matter	annihilations?	(e.g.	Evoli+2014;	Lopez-
Honorez+2016) 

Figure 3. Evolution of the 21 cm power at k = 0.1 Mpc�1 for all of the considered DM and
astrophysical X-ray models (solid line if the corresponding mean signal is in absorption, dashed-
dotted line if in emission). The shaded areas correspond to the sensitivity regions calculated in [?
] for the experiments: MWA-128T (yellow), LOFAR (green). SKA (HERA) single beam 1000h
sensitivity limit is plotted as a dotted red (blue) line. The arrows on the top side of the plot indicate
the transition between DM and astrophysical sources as dominant heating source.

variation in �Tb at the minimum is predicted to be of 110, 190 and 200 mK for Mh,min = 10�3,
10�6 and 10�9

M� respectively.
However, a similar qualitative trend is also present in the extreme astrophysical model

described in Sec. 2.1, in which we allow for an enhanced production of hard X-rays. This
partial degeneracy makes is di�cult to extract a robust signature of DM annihilation heating
from the global signal. In the next Section we show that the di↵erent spatial distribution of
the relevant heating sources allows to discriminate between the two scenarios.

3.3 Power-spectrum

As our main observable, we use the spherically averaged power spectrum:

P21 ⌘
k
3

2⇡2V
�T̄b(z)

2h|�21(k, z)|2ik (3.1)

where �21(x, z) ⌘ �Tb(x, z)/�T̄b � 1. Our default power spectrum bin width is d ln k = 0.5.
In Figure 3, we show the redshift evolution of the k = 0.1 Mpc�1 mode of the 21 cm

power spectra for the same models shown in Figure 2. This scale roughly corresponds to the
narrow window of k-space accessible to the first generation interferometers (e.g. [55, 56]). In
order to predict the detectability of the signal, we also show 1� thermal noise corresponding
to a 1000h, single-beam, observation with some upcoming and current instruments (taken
from [? ]).

– 9 –

Evoli,	AM+2014

heating	is	more	uniform	—>	

not	degenerate	with	galaxy	heating



More	exotic	sources	of	early	IGM	heating?

• Cosmic	Rays?		(e.g.	Leite+2017;	Jana	and	Nath	2018;	Gessey-
Jones+2023) 

• Dark	matter	annihilations?	(e.g.	Evoli+2014;	Lopez-
Honorez+2016) 

• Dark	matter	decay?	(e.g.	Facchinetti+	2023)
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Figure 6: Left panel: Compilation of constraints on the dark matter lifetime (at 95% level)
for decay into an electron/positron pair. Our forecasts, in blue, are superposed to the bounds
set from Lyman-↵ forests constraints on the IGM temperature [2] (solid black line), CMB
anisotropies (dashed black line) [10], Voyager I observation of cosmic rays [27, 28] (dotted
black line) and X- or �-ray experiments [29? , 30] (dash-dotted black line). The purple
shaded region shows the limit from cosmological probes while the grey region shows where
astrophysical observations do better. Right panel: Same than the left panel for decay into
two photons with the leftmost bound from CMB from [11].

energy injection into the intergalactic medium. In this work, we have carefully studied the
prospects for 21cm Cosmology to probe dark matter decays into electron-positron pairs and
photons. For that purpose, we have developed new version of the public code 21cmFAST,
that interfaced with the public package DarkHistory, accounts for DM energy deposition
into heat, ionization and excitation of the medium and its e↵ect on the 21cm signal. In
particular, DM energy injection is expected to mainly a↵ect the 21cm global signal and its
power spectrum as an exotic source of heating, already e�cient before POPII stars light on.

As is well known, DM decays give rise to a relatively late time energy deposition into
the medium. This makes late time probes, such as Lyman-↵ forest or 21cm Cosmology, very
interesting targets to detect the DM imprint. In this work, we focus on the e↵ect of DM
on the 21cm signal power spectrum and prospects for constraints on the DM lifetime by the
HERA telescope. The latter will probe a large redshift range from Epoch of reionization to
Cosmic dawn with very good precision. This is very important as DM is not the only source
of heating and its imprint has to be disentangled from the one arising from X-rays from stars.
In our work, we argue that their di↵erent imprint in the probed redshift range is the key
to obtain competitive constraints with respect to existing probes, both from Cosmology and
from astro-particle physics experiments.

In order to provide quantitative forecasts, we have performed for the first time a dedi-
cated Fisher Matrix analysis considering the HERA telescope and two di↵erent astrophysics
scenarios including DM decays. For the Fisher matrix forecast we have developed our own
tool, 21cmCAST, that interfaced with 21cmSense, allows to account for expected experimental
errors when considering 331 antennas and to extract the expected marginalized error on a
set of astrophysics parameter of our choice.

Our results, summarized in figure 6, are very promising. When considering the minimal
astrophysics scenario, HERA is expected to improve on existing cosmology constraints (from
CMB and Lyman-↵ probes) by up to 3 orders of magnitude. We also compare these prospects

– 15 –
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Star	formation	is	suppressed	in	regions	with	
large	relative	velocities

6 Schauer et al.

Figure 1. Gas number density slices of the four simulations without LW background at redshift z = 15: v0 lw0 (first column), v1 lw0

(second column), v2 lw0 (third column), v3 lw0 (fourth column). We show the whole box in the top row and a 20 ckpc/h excerpt in the

middle row. In the bottom row, we show a 2 ckpc/h close-up, centred around the highest density gas from the middle row.

our discussion to the 1�rms case, and show simulations with
no LW background (left column), a weak LW background
(middle column), and a larger LW background (right col-
umn).

On large scales and in low density regions, molecular
hydrogen is almost immediately destroyed. In the top row
of Figure 2, the molecular hydrogen abundance in the in-
tergalactic medium drops from a few 10�6 in the run with
no LW background to below 10�9 in both runs with a
non-zero LW background. Molecular hydrogen, however, can
self-shield, so in high-density regions, the abundance stays
higher. This is illustrated by the few pink and yellow regions
in the middle and right top panels.

Zooming into one halo, as indicated by the white lines,
one can identify the halo centres (compare the number den-
sity slice of these simulations in Figure 3) by their increased
molecular hydrogen abundances. In case of a zero LW back-
ground, the abundance is highest and the most extended,
but even for the strong LW background with J21 = 0.1, an
H2 abundance of more than 10�4 is reached. This immedi-
ately demonstrates that the H2 in this halo is able to self-
shield e↵ectively. Nevertheless, the peak H2 abundance in
the runs with a non-zero LW background is clearly smaller

than in the run with no LW background, reducing its ef-
fectiveness as a coolant. The impact of this on the density
distribution inside the halo can been seen in Figure 3 (top
row): the central density is slightly reduced in the runs with
J21 > 0 compared to the case with no LW background (com-
pare the second to the fifth and sixth panels).

Comparing our results here to those from the runs with
high streaming but no LW, we see that the manner in which
these two processes suppress cooling and star formation is
quite di↵erent. Streaming reduces the gas density through-
out the haloes, which has the knock on e↵ect of making it
harder for the gas to form H2 and harder to cool once it
has formed H2. The LW background, on the other hand,
has little e↵ect on the gas density on halo scales and hence
does not a↵ect the ability of the halo to form H2. Instead, it
suppresses cooling by destroying most of the H2 that does
form, leaving less available to cool the gas.

© 2018 RAS, MNRAS 000, 1–14

Schauer+2021increasing vbc
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Measuring the expansion history



That	sounds	great,	but	where	are	we	now?



Current	status 
global	experiments

Claim	of	a	detection	by	EDGES


LETTERRESEARCH

Extended Data Figure 2 | Low-band antennas. a, The low-1 antenna 
with the 30 m ×  30 m mesh ground plane. The darker inner square is the 
original 10 m ×  10 m mesh. The control hut is 50 m from the antenna.  
b, A close view of the low-2 antenna. The two elevated metal panels form 

the dipole-based antenna and are supported by fibreglass legs. The balun 
consists of the two vertical brass tubes in the middle of the antenna. The 
balun shield is the shoebox-sized metal shroud around the bottom of the 
balun. The receiver is under the white metal platform and is not visible.

© 2018 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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observations using restricted spectral bands yield nearly identical 
best-fitting absorption profiles, with the highest signal-to-noise ratio 
reaching 52. In Fig. 2 we show representative cases of these fits.

We performed numerous hardware and processing tests to validate 
the detection. The 21-cm absorption profile is observed in data that 
span nearly two years and can be extracted at all local solar times and 
at all local sidereal times. It is detected by two identically designed 
instruments operated at the same site and located 150 m apart, and 
even after several hardware modifications to the instruments, includ-
ing orthogonal orientations of one of the antennas. Similar results for 
the absorption profile are obtained by using two independent pro-
cessing pipelines, which we tested using simulated data. The profile is 
detected using data processed via two different calibration techniques:  
absolute calibration and an additional differencing-based post- 
calibration process that reduces some possible instrumental errors. It 
is also detected using several sets of calibration solutions derived from 
 multiple laboratory measurements of the receivers and using  multiple 
on-site measurements of the reflection coefficients of the antennas. 
We modelled the sensitivity of the detection to several possible  
calibration errors and in all cases recovered profile amplitudes that 
are within the reported confidence range, as summarized in Table 1.  
An EDGES high-band instrument operates between 90 MHz and 
200 MHz at the same site using a nearly identical receiver and a scaled 
version of the low-band antennas. It does not produce a similar  feature 
at the scaled frequencies4. Analysis of radio-frequency interference 
in the observations, including in the FM radio band, shows that  
the absorption profile is inconsistent with typical spectral contribu-
tions from these sources.

We are not aware of any alternative astronomical or atmospheric 
mechanisms that are capable of producing the observed profile. H ii 
regions in the Galaxy have increasing optical depth with wavelength, 
blocking more background emission at lower frequencies, but they 
are observed primarily along the Galactic plane and generate mono-
tonic spectral profiles at the observed frequencies. Radio-frequency 
recombination lines in the Galactic plane create a ‘picket fence’ of 
narrow absorption lines separated by approximately 0.5 MHz at the 
observed frequencies5, but these lines are easy to identify and filter 
in the EDGES observations. The Earth’s ionosphere weakly absorbs 
radio signals at the observed frequencies and emits thermal radiation 
from hot electrons, but models and observations imply a broadband 
effect that varies depending on the ionospheric conditions6,7, including 
diurnal changes in the total electron content. This effect is fitted by 
our foreground model. Molecules of the hydroxyl radical and nitric 
oxide have spectral lines in the observed band and are present in the 
atmosphere, but the densities and line strengths are too low to produce 
substantial absorption.

The 21-cm line has a rest-frame frequency of 1,420 MHz. Expansion 
of the Universe redshifts the line to the observed band according to 
ν =  1,420/(1 +  z) MHz, where z is the redshift, which maps uniquely 
to the age of the Universe. The observed absorption profile is the con-
tinuous superposition of lines from gas across the observed redshift 
range and cosmological volume; hence, the shape of the profile traces 
the history of the gas across cosmic time and is not the result of the 

properties of an individual cloud. The observed absorption profile is 
centred at z ≈  17 and spans approximately 20 >  z >  15.

The intensity of the observable 21-cm signal from the early 
Universe is given as a brightness temperature relative to the micro-
wave background8:
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where xHi is the fraction of neutral hydrogen, Ωm and Ωb are the matter 
and baryon densities, respectively, in units of the critical density for a 
flat universe, h is the Hubble constant in units of 100 km s−1 Mpc−1, 
TR is the temperature of the background radiation, usually assumed to 
be from the background produced by the afterglow of the Big Bang, 
TS is the 21-cm spin temperature that defines the relative population 
of the hyperfine energy levels, and the factor of 0.023 K comes from 
atomic-line physics and the average gas density. The spin temperature 
is affected by the absorption of microwave photons, which couples TS 
to TR, as well as by resonant scattering of Lyman-α  photons and atomic 
collisions, both of which couple TS to the kinetic temperature of the 
gas TG.

The temperatures of the gas and the background radiation are 
 coupled in the early Universe through Compton scattering. This 
 coupling becomes ineffective in numerical models9,10 at z ≈  150, 
after which primordial gas cools adiabatically. In the absence of 
stars or non-standard physics, the gas temperature is expected to be 
9.3 K at z =  20, falling to 5.4 K at z =  15. The radiation temperature 
decreases more slowly owing to cosmological expansion, following 
T0(1 + z) with T0 =  2.725, and so is 57.2 K and 43.6 K at the same  
redshifts,  respectively. The spin temperature is initially coupled to the 
gas temperature as the gas cools below the radiation temperature, but 
eventually the decreasing density of the gas is insufficient to main-
tain this coupling and the spin temperature returns to the radiation 
temperature.
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Figure 2 | Best-fitting 21-cm absorption profiles for each hardware case. 
Each profile for the brightness temperature T21 is added to its residuals and 
plotted against the redshift z and the corresponding age of the Universe. 
The thick black line is the model fit for the hardware and analysis 
configuration with the highest signal-to-noise ratio (equal to 52; H2;  
see Methods), processed using 60–99 MHz and a four-term polynomial 
(see equation (2) in Methods) for the foreground model. The thin solid 
lines are the best fits from each of the other hardware configurations  
(H1, H3–H6). The dash-dotted line (P8), which extends to z >  26, is 
reproduced from Fig. 1e and uses the same data as for the thick black line 
(H2), but a different foreground model and the full frequency band.

Table 1 | Sensitivity to possible calibration errors

Error source
Estimated  
uncertainty

Modelled 
error level

Recovered  
amplitude (K)

LNA S11 magnitude 0.1 dB 1.0 dB 0.51
LNA S11 phase (delay) 20 ps 100 ps 0.48
Antenna S11 magnitude 0.02 dB 0.2 dB 0.50
Antenna S11 phase (delay) 20 ps 100 ps 0.48
No loss correction N/A N/A 0.51
No beam correction N/A N/A 0.48

The estimated uncertainty for each case is based on empirical values from laboratory 
 measurements and repeatability tests. Modelled error levels were chosen conservatively to 
be "ve and ten times larger than the estimated uncertainties for the phases and magnitudes, 
 respectively. LNA, low-noise ampli"er; S11, input re#ection coe$cient; N/A, not applicable.

© 2018 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.

Bowman	et	al.	2018



Current	status 
global	experiments

Claim	of	a	detection	by	EDGES

 
BUT

 
No	evidence	of	the	signal	in	SARAS3


Extended Data Figure 1: The SARAS 3 antenna. The monocone antenna is shown, floating on water
on its raft. The antenna electronics is in an enclosure beneath the antenna ground plane and within the
raft; power is derived locally from Li-ion battery packs within the enclosure. Multi-core fibre optic cables
connect the antenna to the analogue signal conditioning unit (ASCU) in the base station on shore.

25

Figure 1: Spectrum of the radio sky. The time-averaged spectrum of the radio sky as measured by
the SARAS 3 radiometer is shown in panel (a). Panel (b) shows residuals on subtracting out a best-
fit 6th-order polynomial model. Panel (c) shows the RMS value of measurement noise, at the native
spectral resolution of 61 kHz, versus frequency. Panel (d) shows the residuals with the value in each
channel normalised by the RMS value of measurement noise in that channel, thus giving the residuals
units of standard deviation. The histogram in panel (e) shows the distribution of normalised residuals in
logarithmic scale; a best-fit parabola is overlaid. For reference, panel (f) shows the best-fit profile found
by Bowman et al.7; the shaded region represents the frequency band of the SARAS 3 data and analysis
described here.

8

6th order polynomial + NO cosmic signal

Singh+	2021



Current	status 
global	experiments

Claim	of	a	detection	by	EDGES

 
BUT

 
No	evidence	of	the	signal	in	SARAS3


Upcoming	results	from	REACH,	MIST,	RHINO,	etc.

updates	from	EDGES,	SARAS	(see	more	during	global	section)	



First	generation	21-cm	interferometers

LOFAR

MWA

HERA
PAPER

GMRT



It	is	HARD!

figure	courtesy	of	V.	Jelić



Hope	is	to	measure	PS	in	the	“EoR	window”

figure	courtesy	of	J.	Dillon



8 A. Nasirudin et al.

Figure 8. From left to right, the PS of cosmic signal, foregrounds, and both cosmic signal and foregrounds respectively, for a mock sky convolved with ⌫true.
The black dash line shows the extent of the wedge which is calculated following Equation 14.

Figure 9. From left to right, the fractional di�erence between the PS of both cosmic signal and foregrounds convolved with ⌫ideal, ⌫̂PCA, and ⌫̂KPCA with
respect to the PS of the same sky convolved with ⌫true.

Using the flat-sky approximation, the visibility at frequency a,
+ (u 9 , a), for each baseline 9 is defined as

+ (u 9 , a) =
π

((l, a)⌫(l, a) exp(�2c8u 9 · l)3l [Jy], (12)

where ((l, a) and ⌫(l, a) are the flux density of each point-source
and the beam attenuation at l and a. The observed interferometric

visibility is identical to the Fourier transform of the product of signal
and the beam model under the flat-sky approximation. Here, we
assume all stations have the exact same layout hence the same beam.

For computation purposes, we Fast Fourier Transform over the
2-D image to a regular-spaced 2D grid u

:
, and then interpolate

+ (u
:
, a) from the regular 2D grid to the baselines u 9 . We then apply

MNRAS 000, 1–11 (2021)

e.g.	Nasirudin+2022

Hope	is	to	measure	PS	in	the	“EoR	window”
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Theoretical	modeling	is	also	hard…

Qin,	AM+	2020



Measurements	are	improving,	but	currently	
only	upper	limits	on	the	PS
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Fig 2 Upper limits on the 21 cm power spectrum at 95% confidence (2�) from various experiments from 6 < z < 20

spanning a range of wavevectors, k. The redshift range is chosen to focus on recent limits from SKA pathfinders. The
theoretical power spectrum from the faint galaxies EoR simulation of [44] is plotted as solid and dashed black lines.
While 21 cm interferometric experiments have steadily pushed down in sensitivity over the past five years, fiducial
models remain a couple orders of magnitude deeper. Projected 2� sensitivity curves for the SKA assuming foreground
avoidance at k = 0.4Mpc�1 (FG-Avoid) and foreground subtraction at k = 0.1 Mpc�1 (FG-Sub) are also plotted for
a 100 hour and 1000 hour integration4.

ure 3 shows a map of the low-frequency sky, highlighting parts where the SKA pathfinders have

set their most sensitive upper limits on the power spectrum, with representative images of those

foregrounds with each of the experiments.

In the following sections, we review improved limits from the MWA, LOFAR, and HERA, and

discuss some of the developments that enabled these improvements. In addition, we discuss some

of the challenges in theoretical simulation of the 21 cm signal, and the interpretation of these upper

limits for placing constraints on astrophysical models of the EoR and CD.
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Can	we	learn	something	from	upper	limits	that	
are	still	x10-100	above	the	expected	signal?



Currently	only	upper	limits	on	the	PS
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spanning a range of wavevectors, k. The redshift range is chosen to focus on recent limits from SKA pathfinders. The
theoretical power spectrum from the faint galaxies EoR simulation of [44] is plotted as solid and dashed black lines.
While 21 cm interferometric experiments have steadily pushed down in sensitivity over the past five years, fiducial
models remain a couple orders of magnitude deeper. Projected 2� sensitivity curves for the SKA assuming foreground
avoidance at k = 0.4Mpc�1 (FG-Avoid) and foreground subtraction at k = 0.1 Mpc�1 (FG-Sub) are also plotted for
a 100 hour and 1000 hour integration4.

ure 3 shows a map of the low-frequency sky, highlighting parts where the SKA pathfinders have

set their most sensitive upper limits on the power spectrum, with representative images of those

foregrounds with each of the experiments.

In the following sections, we review improved limits from the MWA, LOFAR, and HERA, and

discuss some of the developments that enabled these improvements. In addition, we discuss some

of the challenges in theoretical simulation of the 21 cm signal, and the interpretation of these upper

limits for placing constraints on astrophysical models of the EoR and CD.
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Application	to	HERA	(HERA	collaboration	2022ab). 
For	similar	studies	on	LOFAR	and	MWA	data	see	(Ghara+2020;	Mondal+2020;	Greig+2020,	
Greig+2021)	



Recent	results	from	HERA
An	initial	observing	campaign	in	2017-18,	with	just	39/~350	antennas	
and	18	nights	(2108.02263).

HERA	collaboration	(2022a)



Interpreting	recent	results	from	HERA

These	are	consistent	with	thermal	noise,	
and	are	still	~1-2	orders	of	magnitude	
above	the	expected	signal

HERA	collaboration	(2022a; 
led	by	Nick	Kern)



What	kind	of	models	are	the	easiest	to	rule	
out	(i.e.	have	the	largest	power)?



What	kind	of	models	are	the	easiest	to	rule	
out	(i.e.	have	the	largest	power)?

~	0	—	1



What	kind	of	models	are	the	easiest	to	rule	
out	(i.e.	have	the	largest	power)?

~	0.1	—	1



What	kind	of	models	are	the	easiest	to	rule	
out	(i.e.	have	the	largest	power)?

~	-10(!)	—	1



What	kind	of	models	are	the	easiest	to	rule	
out	(i.e.	have	the	largest	power)?

COLD	IGM:	TS ≪ Tγ

Models	that	are	ruled	out	must	have:



What	kind	of	models	are	the	easiest	to	rule	
out	(i.e.	have	the	largest	power)?

COLD	IGM:	TS ≪ Tγ

+
Spatial	fluctuations	in	either:	


• ionization	fraction	(patchy	EoR)
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What	kind	of	models	are	the	easiest	to	rule	
out	(i.e.	have	the	largest	power)?

COLD	IGM:	TS ≪ Tγ

+
Spatial	fluctuations	in	either:	


• ionization	fraction	(patchy	EoR)

• matter	density


Models	that	are	ruled	out	must	have:



What	kind	of	models	are	the	easiest	to	rule	
out	(i.e.	have	the	largest	power)?

COLD	IGM:	TS ≪ Tγ

+
Spatial	fluctuations	in	either:	


• ionization	fraction	(patchy	EoR)

• matter	density

• temperature	(requires	extremely	soft	SEDs)

see	also	e.g.	Ewall-Wice+2013;	Ghara+2020;	Greig+2020;	

Mondal+2020;	Reis+2020;	Greig+2021

Models	that	are	ruled	out	must	have:



Examples
			


COLD	+	EoR COLD	+	density
Density 21cm 21cm 21cm	power

x̄HI ∼ 0.5 x̄HI ∼ 1

HERA	collaboration	(2021)



Current	constraints	on	EoR	history
Damping wing constraints from two z & 7 QSOs 7

after J1342; Bañados et al. 2018) at z = 7.54. Previously,
using the same Intermediate H II EoR morphology, we re-
covered x̄H I = 0.40+0.21

�0.19 for J1120 and x̄H I = 0.21+0.17
�0.19 for

J1342.
In the right panel of Figure 3 we present a compilation

of the IGM neutral fraction constraints for of all four known
z & 7 QSOs using our covariance matrix approach (with
N V) assuming the Intermediate H II EoR morphology. The
red and blue curves correspond to J0252 and J1007 as per
the right panel of Figure 3, whereas the black dotted and
dashed curves correspond to the new constraints on the IGM
neutral fraction from J1120 and J1342, respectively. Quan-
titatively, following the inclusion of N V we now update our
constraints to the following:

• x̄H I = 0.44+0.23
�0.24 at z = 7.08 for J1120

• x̄H I = 0.31+0.18
�0.19 at z = 7.54 for J1342.

For both, we find a higher IGM neutral fraction owing to
an overall increase in the predicted intrinsic flux following
the inclusion of the N V line. Further, we also note an in-
crease to the 68 per cent confidence intervals, owing to the
increased scatter in the reconstructed profiles going from a
6 dimensional covariance matrix for the two component of
Ly↵ (broad and narrow) to the new, 9 dimensional covari-
ance matrix jointly reconstructing N V. In Appendix B we
provide the updated reconstructed profiles for J1120 (Fig-
ure B1) and J1342 (Figure B2) along with a discussion of the
new profiles following the inclusion of N V into our analysis
pipeline.

3.4 Compilation of reionisation constraints

We now have IGM damping wing constraints on four z & 7
QSOs obtained from two distinctly di↵erent reconstruction
methods and damping wing analyses, as discussed in ear-
lier sections. Here, we average over all of these constraints
to obtain one, unified constraint on the IGM neutral frac-
tion from the IGM damping wing imprint8. To obtain this
constraint, we first sum the two individual neutral fraction
PDFs (corresponding to the two separate pipelines) for each
of the four QSOs before multiplying the corresponding four
PDFs to obtain a single, joint posterior for the IGM neutral
fraction. Following this procedure, we obtain:

• x̄H I = 0.49+0.13
�0.14 at z = 7.29 ± 0.27.

Note, in collapsing these constraints into a single datapoint
we are in e↵ect conservatively averaging over all modelling
di↵erences and systematics. Further, as these four QSOs
span a redshift range of �z ⇠ 0.5, cosmic evolution across
all these QSOs should be fairly modest.

In Figure 4 we place this unified QSO damping wing
constraint (red pentagon) in context with other constraints
on the IGM neutral fraction during reionisation. Here, we
consider constraints and limits obtained from: (i) dark pix-
els (McGreer et al. 2015), (ii) Ly↵ fraction at z = 6.9 (Wold
et al. 2021) and at z = 7 (Mesinger et al. 2015), (iii) the

8 Note here that we specifically focus on damping wing analyses
that consider an inhomogeneous IGM. That is we do not include
the constraints on J1120 or J1342 from Bañados et al. (2018);
Ďurovč́ıková et al. (2020) or Reiman et al. (2020).
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Figure 4. A compilation of existing constraints on the IGM
neutral fraction as a function of redshift. Circles: Dark pixels
at z = 5.9 (McGreer et al. 2015), Squares: the Ly↵ fraction at
z = 6.9 (Wold et al. 2021) and z = 7 (Mesinger et al. 2015),
Stars: LAE clustering at z = 6.6 (Sobacchi & Mesinger 2015),
Diamonds: LBGs at z = 7 (Mason et al. 2018), z = 7.6 (Hoag
et al. 2019) and z = 8 (Mason et al. 2019). The red pentagon
corresponds to the combined constraints of all four z ⇠ 7 QSOs
considered in this work. The blue curve and the dark and light
shaded regions corresponds to the median, 1 and 2� constraints
from observationally constrained 21-cm simulations (Qin et al.
2021).

clustering of Ly↵ emitters (LAEs) at z = 6.6 (Sobacchi &
Mesinger 2015) and (iv) Lyman-break galaxies (LBGs) at
z = 7 (Mason et al. 2018), z = 7.6 (Hoag et al. 2019) and
at z = 8 (Mason et al. 2019). Additionally, we provide con-
straints on the reionisation history obtained from a Monte-
Carlo Markov Chain (MCMC) analysis of the simulated 21-
cm signal constrained by existing observations of the reioni-
sation epoch (Qin et al. 2021). Specifically, these models are
constrained by observed UV galaxy LFs at z = 6 � 10, the
electron scattering optical depth, ⌧e, measured by Planck
(Planck Collaboration et al. 2020), the dark pixel limits on
the IGM neutral fraction (McGreer et al. 2015) and PDFs
of the Ly↵ e↵ective optical depth from the Ly↵ forest at
z = 5 � 6 (Bosman et al. 2018). The median reionisation
history is represented by the blue line, whereas the dark
and light grey shaded regions correspond to the 1 and 2�

confidence intervals.
This unified QSO datapoint implies a mid-point of

reionisation at z ⇠ 7.3, slightly below similar limits and
constraints from LBGs. However, within the appreciable 1�

uncertainties they are consistent. With respect to the obser-
vationally constrained reionisation histories extracted from
simulations of the 21-cm signal by Qin et al. (2021), the
median QSO damping wing constraint is 2 � 3� below the
median reionisation history, however, again owing to the rel-
atively large uncertainties in averaging across all QSOs, it
is still consistent within error. This lower amplitude con-
straint from the combined QSO damping wing is driven by
both z ⇠ 7.5 QSOs, which all individually sit below these
2� reionisation histories.
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Current	constraints	on	EoR	history
Damping wing constraints from two z & 7 QSOs 7

after J1342; Bañados et al. 2018) at z = 7.54. Previously,
using the same Intermediate H II EoR morphology, we re-
covered x̄H I = 0.40+0.21

�0.19 for J1120 and x̄H I = 0.21+0.17
�0.19 for

J1342.
In the right panel of Figure 3 we present a compilation

of the IGM neutral fraction constraints for of all four known
z & 7 QSOs using our covariance matrix approach (with
N V) assuming the Intermediate H II EoR morphology. The
red and blue curves correspond to J0252 and J1007 as per
the right panel of Figure 3, whereas the black dotted and
dashed curves correspond to the new constraints on the IGM
neutral fraction from J1120 and J1342, respectively. Quan-
titatively, following the inclusion of N V we now update our
constraints to the following:

• x̄H I = 0.44+0.23
�0.24 at z = 7.08 for J1120

• x̄H I = 0.31+0.18
�0.19 at z = 7.54 for J1342.

For both, we find a higher IGM neutral fraction owing to
an overall increase in the predicted intrinsic flux following
the inclusion of the N V line. Further, we also note an in-
crease to the 68 per cent confidence intervals, owing to the
increased scatter in the reconstructed profiles going from a
6 dimensional covariance matrix for the two component of
Ly↵ (broad and narrow) to the new, 9 dimensional covari-
ance matrix jointly reconstructing N V. In Appendix B we
provide the updated reconstructed profiles for J1120 (Fig-
ure B1) and J1342 (Figure B2) along with a discussion of the
new profiles following the inclusion of N V into our analysis
pipeline.

3.4 Compilation of reionisation constraints

We now have IGM damping wing constraints on four z & 7
QSOs obtained from two distinctly di↵erent reconstruction
methods and damping wing analyses, as discussed in ear-
lier sections. Here, we average over all of these constraints
to obtain one, unified constraint on the IGM neutral frac-
tion from the IGM damping wing imprint8. To obtain this
constraint, we first sum the two individual neutral fraction
PDFs (corresponding to the two separate pipelines) for each
of the four QSOs before multiplying the corresponding four
PDFs to obtain a single, joint posterior for the IGM neutral
fraction. Following this procedure, we obtain:

• x̄H I = 0.49+0.13
�0.14 at z = 7.29 ± 0.27.

Note, in collapsing these constraints into a single datapoint
we are in e↵ect conservatively averaging over all modelling
di↵erences and systematics. Further, as these four QSOs
span a redshift range of �z ⇠ 0.5, cosmic evolution across
all these QSOs should be fairly modest.

In Figure 4 we place this unified QSO damping wing
constraint (red pentagon) in context with other constraints
on the IGM neutral fraction during reionisation. Here, we
consider constraints and limits obtained from: (i) dark pix-
els (McGreer et al. 2015), (ii) Ly↵ fraction at z = 6.9 (Wold
et al. 2021) and at z = 7 (Mesinger et al. 2015), (iii) the

8 Note here that we specifically focus on damping wing analyses
that consider an inhomogeneous IGM. That is we do not include
the constraints on J1120 or J1342 from Bañados et al. (2018);
Ďurovč́ıková et al. (2020) or Reiman et al. (2020).
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Figure 4. A compilation of existing constraints on the IGM
neutral fraction as a function of redshift. Circles: Dark pixels
at z = 5.9 (McGreer et al. 2015), Squares: the Ly↵ fraction at
z = 6.9 (Wold et al. 2021) and z = 7 (Mesinger et al. 2015),
Stars: LAE clustering at z = 6.6 (Sobacchi & Mesinger 2015),
Diamonds: LBGs at z = 7 (Mason et al. 2018), z = 7.6 (Hoag
et al. 2019) and z = 8 (Mason et al. 2019). The red pentagon
corresponds to the combined constraints of all four z ⇠ 7 QSOs
considered in this work. The blue curve and the dark and light
shaded regions corresponds to the median, 1 and 2� constraints
from observationally constrained 21-cm simulations (Qin et al.
2021).

clustering of Ly↵ emitters (LAEs) at z = 6.6 (Sobacchi &
Mesinger 2015) and (iv) Lyman-break galaxies (LBGs) at
z = 7 (Mason et al. 2018), z = 7.6 (Hoag et al. 2019) and
at z = 8 (Mason et al. 2019). Additionally, we provide con-
straints on the reionisation history obtained from a Monte-
Carlo Markov Chain (MCMC) analysis of the simulated 21-
cm signal constrained by existing observations of the reioni-
sation epoch (Qin et al. 2021). Specifically, these models are
constrained by observed UV galaxy LFs at z = 6 � 10, the
electron scattering optical depth, ⌧e, measured by Planck
(Planck Collaboration et al. 2020), the dark pixel limits on
the IGM neutral fraction (McGreer et al. 2015) and PDFs
of the Ly↵ e↵ective optical depth from the Ly↵ forest at
z = 5 � 6 (Bosman et al. 2018). The median reionisation
history is represented by the blue line, whereas the dark
and light grey shaded regions correspond to the 1 and 2�

confidence intervals.
This unified QSO datapoint implies a mid-point of

reionisation at z ⇠ 7.3, slightly below similar limits and
constraints from LBGs. However, within the appreciable 1�

uncertainties they are consistent. With respect to the obser-
vationally constrained reionisation histories extracted from
simulations of the 21-cm signal by Qin et al. (2021), the
median QSO damping wing constraint is 2 � 3� below the
median reionisation history, however, again owing to the rel-
atively large uncertainties in averaging across all QSOs, it
is still consistent within error. This lower amplitude con-
straint from the combined QSO damping wing is driven by
both z ⇠ 7.5 QSOs, which all individually sit below these
2� reionisation histories.

MNRAS 000, 000–000 (0000)

HERA	band	2BUT	we	know	the	EoR	is	
underway	at	z~8!	

Greig,	AM+2021

COLD	IGM:	TS ≪ Tγ

+
Spatial	fluctuations	in	either:	


• ionization	fraction	(patchy	EoR)

• matter	density

• temperature	(requires	extremely	soft	SEDs)



	Constraints	on	IGM	properties

Cold	IGM	disfavored	by	HERA

The	HERA	collaboration	(2022a)



Extra-radio	background

If	there	is	a	radio	background	in	excess	of	the	CMB,	signal	can	be	larger!



Extra-radio	background

led	by	S.	Heimersheim

Allowing	for	a	fluctuating	extra	radio	
background	rules	out	Xray	faint	+	radio	
loud	galaxies

The	HERA	collaboration	(2022a)



Four	independent	analysis	roughly	agree	on	
temperature	constraints

led	by	Yuxiang	Qin

led	by	Stefan	Heimersheim

led	by	Julian	Munoz

led	by	Jordan	Mirocha

pure	adiabatic	cooling	is	ruled	out!!



What	about	galaxy	properties?



led	by	Y.	Qin

Without	HERA

-	Galaxy	UV	luminosity	functions

-	Dark	fraction	from	QSO	spectra

-	optical	depth	to	the	CMB

With	HERA

-	Galaxy	UV	luminosity	functions

-	Dark	fraction	from	QSO	spectra

-	optical	depth	to	the	CMB

-	HERA	H1C!!!

HERA	(2021)




led	by	Y.	Qin

Without	HERA

-	Galaxy	UV	luminosity	functions

-	Dark	fraction	from	QSO	spectra

-	optical	depth	to	the	CMB

With	HERA

-	Galaxy	UV	luminosity	functions

-	Dark	fraction	from	QSO	spectra

-	optical	depth	to	the	CMB

-	HERA	H1C!!!

HERA	(2021)




X-ray	luminosity	per	unit	SFR

HERA	is	the	first	observation	to	constrain	the	X-ray	
luminosities	of	Cosmic	Dawn	galaxies	(e.g.,	
Fragos+13),	disfavoring	the	values	seen	in	local,	
metal-enriched	galaxies

led	by	Y.	Qin

The	HERA	collaboration

(2022a;	led	by	N.	Kern)


Local	galaxies



X-ray	luminosity	per	unit	SFR

HERA	is	the	first	observation	to	constrain	the	X-ray	
luminosities	of	Cosmic	Dawn	galaxies	(e.g.,	
Fragos+13),	disfavoring	the	values	seen	in	local,	
metal-enriched	galaxies led	by	Y.	Qin

The	HERA	collaboration

(2022b)


Local	galaxiesImproved Constraints from HERA Phase I 37

7.4.1. 21cmMC Constraints on X-Ray Luminosity

In H22b we explored how adding HERA a↵ected the
full posterior parameter covariance. In this work, we fo-
cus on the parameter most constrained by HERA, the
ratio of the integrated soft-band (<2keV) X-ray lumi-
nosity to the star formation rate. Since 21cmFAST as-
sumes that X-ray photons govern the thermal history of
the neutral IGM, this LX<2keV/SFR parameter essen-
tially describes the heating power of EoR galaxies per
unit of star formation. In H22b, we obtained the first ob-
servational evidence for an enhanced X-ray luminosity of
high-redshift (z > 6) galaxies, with a 68% HPD credible
interval of LX<2keV/SFR ⇠ 1039.9–1041.6 erg s�1 M�1

� yr.
This disfavors a relationship between star formation and
soft X-ray luminosity at or below the one seen in local,
metal-enriched galaxies at >68% credibility.
As Figure 28 shows, we find that the full season of

HERA observing constrains the 95% credible interval on
LX<2keV/SFR to the range 1040.4–1041.8 erg s�1 M�1

� yr.
This result assumes as a prior that LX<2keV/SFR <

1042 erg s�1 M�1

� yr, beyond which X-rays reionize the
universe too quickly (Mesinger et al. 2013). More than
99% of the 21cmMC posterior volume excludes the pos-
sibility of the local relation for HMXBs (Mineo et al.
2012) continuing to hold at high redshift. It is consis-
tent, however, with models of extremely low-metallicity
galaxies, where high mass stars have less mass-loss from
line-driven winds than their solar-metallicity counter-
parts (Fragos et al. 2013).

7.4.2. 21cmMC Constraints on the IGM’s Thermal History

Our constraints on the soft X-ray e�ciency are them-
selves a consequence of our ability to use our upper
limits to exclude a range of scenarios with low levels
of IGM heating. In Figure 29 we show our updated
marginalized posteriors on the predicted average IGM
temperatures—both the spin temperature, TS , and the
kinetic temperature, TK—along with results from H22b
for comparison. As demonstrated in H22b, current EoR
constraints from Planck and quasar spectra already dis-
favor a large number of models in the prior volume which
predict either highly ionized IGM at z � 10.4 or com-
pletely neutral one at z  10.4. These constraints also
have a slight impact on the average IGM temperature,
excluding models with high TK or T S at these redshifts.
However, because a decently-sized fraction of parameter
space with an unheated IGM at these redshifts is not
ruled by these probes, and since 21cmMC cannot produce
spin temperatures below the adiabatic limit, our poste-
rior without HERA shows a pileup of probability right
around that limit.

Figure 28. Here we show how our marginalized 21cmMC
posterior PDF of the ratio of soft X-ray luminosity to SFR,
LX<2keV/SFR, tightens with a full season of HERA data.
The shaded regions show the 68% and 95% credible intervals
of the posterior. Probability densities are plotted per loga-
rithmic interval. Our results are consistent with theoretical
expectations for X-rays produced during the cosmic dawn
by a population of low-metallicity high-mass X-ray binaries
(HMXB) (Fragos et al. 2013), likely a more representative
model of the first galaxies (dash-dotted black vertical line).
Compared to H22b (orange dashed line), our result’s 99%
credible interval excludes models where the local relation for
X-ray e�ciency (solid black vertical line; Mineo et al. 2012)
continues to hold at high redshift.

When we incorporate the HERA limits, a significant
range of models with low IGM temperatures can be fur-
ther excluded. We showed in H22b how HERA obser-
vations substantially improve our understanding of the
neutral IGM at z = 7.9. However, there was still a
small fraction of the total posterior with low values of
T S, so H22b could not completely rule out an unheated
IGM the observed redshifts. With the improved limits
presented in this work, we now find that an unheated
IGM is disfavored at greater than 99% credibility at both
z = 10.4 and 7.9. The new HPD 95% credible intervals
on the spin and kinetic temperatures are 4.7K < TS <

171.2K and 3.2K < TK < 313.2K at z = 10.4 and

The	HERA	collaboration

(2022b)	-	94	nights	of	data


The	HERA	collaboration	(2022b;	

led	by	J.	Dillon)




Is	this	surprising?



The	Lx-SFR	scaling	of	HMXBs	depends	on	
metalicity

Saxoni+	(2022)

4806 A. Saxena et al.

Figure 5. Distribution of stacked LX/SFR measurements versus stellar
metallicity in SFR bins, where different colours represent the measurements
in different redshift bins considered in this study (see Tables 1 and 2). Also
shown for comparison are theoretical predictions from Fragos et al. 2013a
(dot-dashed line), and empirical relations in both the local (dashed black line,
Brorby et al. 2016) and z ∼ 1–2 Universe (solid black line, Fornasini et al.
2020). We find that our measurements are consistent within errors with both
theoretical as well as empirical relations between LX/SFR and metallicity.
Our upper limits at the lowest metallicities support the expectations from
models and the latest empirical fits from Lehmer et al. (2021) (not shown)
that the relation deviates from a simple power-law and flattens out, similar to
Fragos et al. (2013a).

for simplicity, which is written in terms of solar metallicity (Z") as:

log(LX/SFR) = a + b log(Z!/Z") (6)

To obtain reliable fits over several orders of magnitude of Z!, we
also include measurements from lower redshifts, such as Brorby et al.
(2016) at z < 0.2 and measurements from the metallicity bins from
both Fornasini et al. (2020) at z < 1 and Fornasini et al. (2019)
at z ∼ 2. The distribution of LX/SFR and Z! of our z > 3 sample
along with measurements from the literature at lower redshifts is
shown in Fig. 6. We note here that the low redshift literature studies
have utilized gas-phase metallicity measurements (12 + log (O/H))
derived from rest-frame optical emission lines. Therefore, we convert
these gas-phase (O/H) ratios to metal mass fraction Z, using Z =
(O/H)∗(Hfrac/Ofrac), where Hfrac is the mass fraction of Hydrogen and
Ofrac is the mass fraction of Oxygen. Saxena et al. (2020a) found that
setting the mass fraction of H to be 75 per cent, which is consistent
with the composition of the sun, a mass fraction of ≈40 per cent for
O contributing to the observed metallicity gives consistent results
when recovering the solar metallicity values for both (O/H) and Z!.
We note here, however, that the absolute normalizations of the solar
values of both Z! and (O/H) are uncertain, and the conversion we
derive serves as a purely empirical conversion.

We use non-linear least squares to obtain a best-fitting relation
between LX/SFR and Z! (equation (6) for the combined sample con-
taining our z > 3 measurements and the lower redshift measurements
from the literature. We give more weight to our z > 3 measurements
in the fitting, as these represent the crucial low metallicity points.
We find that using an orthogonal distance regression to find the best-
fitting function leads to highly consistent results. The coefficients
of the best-fitting power law are: a = 39.43 ± 0.05 and b =
−0.78 ± 0.15. The best-fitting power law is shown in Fig. 6
(solid green line), along with the dispersion in this best fit (shaded
region).

As seen in Fig. 6, our z > 3 low-metallicity measurements are
crucial to constrain the LX/SFR relation owing to the relatively large
scatter within the low-redshift measurements from the literature. We
find that the best-fitting power law we obtain is consistent with studies
of lower redshift galaxies. For example, Douna et al. (2015) found
a stronger evolution of LX/SFR at lower metallicities for galaxies
in the local Universe, with the metallicity scaling coefficient b =
−1.01 with a dispersion of ∼0.5 dex. Brorby et al. (2016) obtained
b = −0.64 for their sample of star-forming galaxies at z < 0.12,
and Ponnada et al. (2020) reported b ≈ −0.95 for their sample of
compact dwarf galaxies in the local Universe. Fornasini et al. (2020)
reported b ≈ −0.80 obtained by for star-forming galaxies at z < 1,
which is highly consistent with our measurements.

This metallicity dependence of HMXB emission has been pos-
tulated to drive the redshift evolution of LX/SFR (see Basu-Zych
et al. 2013a for example). The stellar (and gas-phase) metallicities
are expected to decrease with increasing redshifts, which would
in turn lead to stronger X-ray luminosities produced by HMXB
populations per SFR. In the following section, we compare our
X-ray observations at z > 3 with semi-analytical models to test
whether the metallicity dependence we derive can reproduce the
redshift evolution of LX/SFR that we see in our z > 3 measurements.

6.2 Is redshift evolution of HMXB emission purely driven by
metallicities?

In this section, we employ stellar metallicities from the Galaxy
Evolution and Assembly (GAEA) semi-analytical model, which
tracks the formation, evolution and chemical enrichment of galaxies
across cosmic time (De Lucia & Blaizot 2007) to test whether a
redshift evolution in metallicities can explain the redshift evolution
of LX/SFR as well. Using VANDELS spectroscopic data, Calabrò
et al. (2021) reported close agreement between the observed slope of
the mass–metallicity relation with predictions from GAEA models,
with a consistent offset of 0.27 dex. This previously observed
close agreement between VANDELS observations and GAEA has
motivated the choice of using GAEA models to compare against
observations in this study.

To build a comparison sample, we have assembled star-forming
galaxies from GAEA that match the stellar mass and SFR distribution
of our VANDELS galaxies. We divide GAEA galaxies in the same
bins of SFR and redshift that were used for observations. In each
SFR and redshift bin, we calculate the expected LX/SFR based on the
best-fitting LX–SFR–Z! relation obtained using equation (6), taking
the 1σ standard deviation of the distribution of Z! values of GAEA
galaxies to calculate the dispersion. In line with the findings of
Calabrò et al. (2021), we apply the 0.27 dex correction to GAEA
stellar metallicities to enable accurate comparison with observations.

In Fig. 7, we show our observed LX/SFR measurements as a
function of redshift in the three SFR bins, along with the range
of expected LX/SFR calculated using the GAEA stellar metallicities
(orange shaded region). We find that there is good agreement between
the observed redshift evolution of LX/SFR for galaxies with SFR >

30 M" yr−1 and that expected from the evolving metallicities of
GAEA model galaxies, suggesting that the global distribution of
galaxy stellar metallicities across redshifts can explain the redshift
evolution of X-ray emission from HMXBs (see also Basu-Zych et al.
2013a; Lehmer et al. 2016; Fornasini et al. 2020). However, for
galaxies with SFR <30 M" yr−1, we find that the LX/SFR expected
purely from the evolution of stellar metallicities is less than what
the observations suggest. The LX/SFR measured in the redshift bin
3.0 ≤ z < 3.5 for galaxies with SFR =10–30 M" yr−1 is consistent
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Metallicity	evolves	with	galaxy	mass
Metallicity scaling relations during the EoR 11

Figure 5. The panels show the mass-metallicity relation at I ⇠ 5 � 10, as marked in each panel. In each panel, the filled red and blue circles show the median
metallicity in a given stellar mass bin for the Photoionization and Jeans mass models, respectively; the error bars show the corresponding 1 � f dispersion.
The cyan line shows the fundamental plane of metallicity (FPZ; see Sec. 4.2) as obtained from this work for the Photoionization model. The solid blue (green)
line show the observationally inferred parametrization of the redshift-independent (redshift-dependent) FPZ from Tortora et al. (2021, in prep.) while the solid
orange line shows the best-fit results from Sanders et al. (2020). Finally, green stars show results using the with direct-method constraints of Jones et al. (2020).
All of these observational relations have been recalibrated to a 0.1 � 100 M� Salpeter IMF (Tortora and Sanders, private comm.).

4.1 the underlying distribution shows metallicity values that span over
1.5 dex at the low-mass end. For example, "⇤ ⇠ 107.5 M� galaxies
show 12+log(O/H) values between 6.75-8.4 at I ⇠ 5 as a result of
the cumulative e�ects of both SN and reionization feedback on their
assembly histories. This range narrows to 12+log(O/H) ⇠ 6.5 � 7.9
at I ⇠ 10 given the fewer progenitor generations and the impact of
reionization feedback on fewer galaxies. This metallicity range also
narrows with an increase in stellar mass as their progenitors hold on
to, and propagate, a larger fraction of their gas and metal mass to
successive generations.

We also study the e�ects of maximal reionization feedback on
the MZR in Fig. 5: as seen, the median metallicity values (and their
scatter) at a given stellar mass do not show any sensible di�erence
between the Photoionization and Jeans mass models at any redshift.
This is due to the fact that the impact of the Jeans mass model is the
most pronounced on the lowest mass ("⇤ <⇠ 106.5 M�) galaxies that
are hosted in "

⌘

<⇠ 109.2 M� halos.

As has been noted in previous works (e.g. Mannucci et al. 2010;
Lara-López et al. 2010), the MZR is a two-dimensional projection of
the 3D fundamental metallicity relation (FMR) that links the stellar
mass, instantaneous SFR and the gas-phase metallicity. Further, this
can be reduced to a fundamental plane of metallicity as shown by
multiple works (e.g. Hunt et al. 2012, 2016a; Tortora et al. 2020).

We have performed a multiple linear regression, finding that our data
lie on a 4-dimensional parameter space - composed of the gas-phase
metallicity, SFR, stellar mass and redshift - that can be expressed by
a high-I Fundamental Plane of Metallicity (HFPZ). We compute this
FPZ by taking the central value for the stellar mass value in a bin
and the median SFR in that particular bin. For the Photoionization
model the HFPZ is given by:

12 + log(O/H) = � 0.294 log
✓

SFR

M�yr�1

◆
+ 0.581 log

✓
"⇤
M�

◆

+ 2.272 + 0.061 I,

(32)

while for the Jeans Mass model the relation changes slightly to:

12 + log(O/H) = � 0.342 log
✓

SFR

M�yr�1

◆
+ 0.586 log

✓
"⇤
M�

◆

+ 2.216 + 0.061 I.

(33)

As seen from the above equations, the normalisation of the HFPZ
shows an extremely weak redshift evolution - this is discussed in
more detail in Sec. 4.3 that follows.
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The	21-cm	signal	probes	a	new	regime	for	
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Where	we	are	now
		Upper	limits	on	the	21-cm	power	spectrum


• understand	systematics!	can	we	parametrize	/	sample	our	
uncertainties?


• do	we	have	all	of	the	physics	we	need,	especially	regarding	
heating	sources?




Including	a	contribution	from	even	earlier,	
molecularly-cooled	galaxies	(MCGs)? 12

FIG. 9. Marginalized posterior distribution of LX<2 keV/SFR obtained when including MCGs, while varying the lower bound of
log

10
f⇤,7 (Left) or the lower bound of log

10
fesc,7 (Right). When lower values of log

10
f⇤,7 are enabled, the posterior distribution

tends towards the results of I-B (ACGs only). In case we restrict log
10

f⇤,7 to a higher range, the LX<2 keV/SFR constraints
tend to vanish, as less X-ray luminosity is now required to lower the amplitude of the signal at the redshifts measured by
HERA. Similarly, when higher values of log

10
fesc,7 are forced, the posterior distribution tends towards the results of I-B (ACGs

only). If we allow log
10

fesc,7 to be smaller, the LX<2 keV/SFR constraints tend to relax.

enhances the e↵ect of including MCGs is the analysis.
The LX<2 keV/SFR posteriors in the di↵erent cases are
shown in Fig. 9 (right panel). The bottom line is that
the above analysis is prior dependent, and caution is war-
ranted when reaching conclusions for models with MCGs.

VI. CONCLUSIONS

In this work, we have introduced an ANN-based emu-
lator of the 21-cm signal which was trained on data pro-
duced by the 21cmFAST semi-numerical code. We found
this emulator to be accurate enough to predict the 21-cm
signal over a range of redshifts z and wave numbers k.

We then used this emulator in an MCMC pipeline
to reproduce the parameter constraints presented in
Refs. [22, 29], based on the HERA phase-I upper lim-
its on the 21-cm power spectrum and the external like-
lihoods containing information on the high-redshift UV
luminosity function, the IGM neutral fraction and the
reionization optical depth. Here, the underlying astro-
physical model assumption is that the atomically cooled
galaxies (ACGs) (which host the PopII stars) sparked
the cosmic dawn and are responsible for the subsequent
heating and reionization of the IGM. Our emulator-based
MCMC pipeline seems to produce similar results as pre-
sented in Ref. [29], which validates our pipeline. One of
the most important results of this analysis, based on the
posterior of the parameter LX<2 keV/SFR, can be stated
as follows. If PopII stars (or ACGs) dominate the X-ray
heating and reionization of the IGM, then we expect the
high redshift (z > 6) galaxies to be more X-ray luminous

(with LX<2 keV/SFR & 1040 erg s�1 M�1

� yr) than their
present-day counterparts (for which LX<2 keV/SFR ⇡

1039 erg s�1 M�1

� yr) [30, 31].

Our primary goal in this work was to check the valid-
ity of the above result when we include molecular-cooled
galaxies (MCGs) in the analysis. A number of recent
simulations show that MCGs, which predominantly host
PopIII stars, also contribute to the total photon budget
during cosmic dawn and reionization.

We therefore trained our emulator with the results ob-
tained after including PopIII stars in the simulations, and
finally ran an MCMC analysis that fits for additional pa-
rameters corresponding to the PopIII stars. The most
interesting result that emerges out of the final posterior
distributions we obtained is that including both ACGs
and MCGs in the simulations relaxes the preference for
the high X-ray luminosity of the high redshift sources as
we discussed in the previous paragraph, and now values
as low as LX<2 keV/SFR . 1039 erg s�1 M�1

� yr are still
allowed by the HERA power spectrum data. This is due
to the fact that MCGs contribute to the X-ray heating
and therefore the ACGs do not need to be as X-ray ef-
ficient. This indicates that the X-ray luminosity of the
high redshift sources may not be very di↵erent from their
low redshift counterparts. It is important to note, that
although we do see a small decline in the posterior distri-
bution at the lower LX<2 keV/SFR regime when including
MCGs (as in Figs. 1 and 6) we cannot determine confi-
dently that higher values are preferred. This is because
the chosen likelihood function (see Eq. (8)) gives higher
probability for power spectra well below the HERA up-
per bounds. In fact, as we see in Fig. 5, the spectra

Lazare+(2023)

see	also	Qin,	AM+2021;

HERA	2022a

Constraints	from	HERA	can	weaken,	though	results	depend	strongly	on	priors



Where	we	are	now
		Upper	limits	on	the	21-cm	power	spectrum


• understand	systematics!	can	we	parametrize	/	sample	our	
uncertainties?


• do	we	have	all	of	the	physics	we	need,	especially	regarding	
heating	sources?


• posteriors	will	be	prior-dominated	UNLESS	we	have	“realistic”	
galaxy	models	that	can	be	constrained	by	other	observations




Contribution	of	different	data12 D. Breitman et al.

Figure 8. Contribution of various likelihood terms to the total posterior. The corner plot on the left shows the 95% CI of three inferences, all run with 21cmEMU
and UltraNest. The full posterior with all four probes is plotted in purple (exactly the same as the purple in Figure 6). In green, we show the posterior without
the HERA power spectrum upper limits term. In blue, we additionally remove the neutral fraction and Thomson optical depth terms, leaving only the UV
luminosity functions terms. On the top right half of the plot, we show the 95% CI of the same three posteriors but in the space of summary statistics: first the
UV LFs, and then a panel with the 21-cm power spectrum, 21-cm global signal, and EoR history, top to bottom, and finally a panel with the Thomson optical
depth. In grey, we plot the summary statistic 95% CI assuming a flat distribution across all nine astrophysical parameters which is what was used for the prior
for the 21cmFAST inference.

5 CONCLUSION

Here we introduced 21cmEMU: a publicly-available emulator of sev-
eral summary observables from 21cmFAST. We trained the emulator
on 1.3M pseudo-posterior samples from the inference in HERA22.
The input consists of a nine parameter model characterizing the UV
and X-ray outputs of high redshift galaxies. The output consists of:
(i) the 21-cm power spectrum as a function of redshift and wave-

mode; (ii) the IGM mean neutral fraction as a function of redshift;
(iii) the UV luminosity function at four redshifts 6, 7, 8, and 10; (iv)
the Thompson scattering optical depth to the CMB; (v) the mean
spin temperature as a function of redshift; and (vi) the 21-cm global
signal as a function of redshift. The emulator predicts all of these
quantities with under ⇠ 2.4% error at 68% CL, and a computational
cost that is lower by a factor of ⇠10000 compared to 21cmFAST.

We varied the size of the training set, finding only a modest de-

MNRAS 000, 1–19 (2023)
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Where	we	are	now
		Upper	limits	on	the	21-cm	power	spectrum


• understand	systematics!	can	we	parametrize	/	sample	our	
uncertainties?


• do	we	have	all	of	the	physics	we	need,	especially	regarding	
heating	sources?


• posteriors	will	be	prior-dominated	UNLESS	we	have	“realistic”	
galaxy	models	that	can	be	constrained	by	other	observations


• emulators	are	useful!		error	is	currently	sub-dominant 
(e.g.	Kern+2017;	Schmit	&	Pritchard	2017;	Shimabukuro	&	Semelin	2017;	Jennings+2019;	
Ghara+2020;	Mondal+2022;	Bye+2022a;	Lazare+2023;	Breitman+2023)


see	talk	by	D.	Breitman!
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Where	we	will	be	soon
Low	S/N	detection	of	the	21-cm	PS


• understand	systematics!	can	we	parametrize	/	sample	our	
uncertainties?


• how	can	we	convince	ourselves	and	everyone	else	that	the	
detection	is	REAL		—>	cross-correlation	with	signal	of	known	
cosmic	origin




The	importance	of	cross-correlations
• It	is	an	important	sanity	check	to	verify	claims	of	
detection/analysis	pipeline


• improves	S/N	for	preliminary	detections	(systematics	
and	noise	are	uncorrelated	in	cross)


• with	images,	it	lets	us	study	individual	HII	(or	heated)	
regions,	comparing	them	to	their	host	galaxy	properties

Moriwaki+2019

21-cm vs O iii emitters 3

Figure 1. Slice maps of the 21-cm signals at z = 10.0, 8.0, 7.5, and 7.0. The black and red points represent the galaxies with
LOIII

> 1041 erg s−1 and 1042 erg s−1 respectively and the gray points are all the galaxies within the slice. The width of the slices is
1.2h−1 cMpc.

Table 1. Redshift, volume averaged neutral fraction, vol-
ume averaged luminosity density, and number of galaxies with
[O iii] luminosity larger than 1041 and 1042 erg s−1 within
(100h−1 cMpc)3 for each snapshot.

redshift xHI lOIII
a Ngal,41 Ngal,42

10.0 0.98 0.197 4851 84
8.0 0.78 1.13 30399 856
7.5 0.46 2.66 72619 2522
7.0 0.23 3.53 92593 3634

a in units of 1040h3 erg s−1 cMpc−3.

discussion of the 21-cm signal obtained from the simulations
we refer the reader to Ma et al. in prep.

2.3 [O iii] line emission

FIR/optical [O iii] lines are excellent targets to study the
high-redshift large-scale structure (Moriwaki et al. 2018).
Emission lines of highly ionized heavy elements including
[O iii] lines originate from H ii regions around young and
massive stars, and thus, they directly trace the ionizing
sources. In addition, they are easier to model compared to
those emitted from both neutral and ionized regions, such as

[C ii] line. Among them, the [O iii] 5007Å line is one of the
easiest to model because the electron density in H ii regions,
which cannot be properly resolved in simulations as large
as those adopted here, does not affect its luminosity. In this
paper, we thus investigate the [O iii] 5007Å line. If we con-
sidered the FIR [O iii] line instead, the detectability would
change depending on the emission strength but the overall
results would still hold as long as the electron densities do
not vary substantially from galaxy to galaxy.

To compute the line luminosity, LOIII
, we use a li-

brary generated with the photoionization code cloudy

(Ferland et al. 2017) as in Moriwaki et al. (2018), which
contains the line luminosity relative to the Hβ luminos-
ity with the case-B approximation, LcaseB

Hβ . The [O iii]
5007Å line luminosity is calculated as

LOIII
= (1− fesc)COIII

(Z,U, n)LcaseB
Hβ , (4)

where COIII
is the line luminosity ratio calculated with

cloudy, Z is the mean gas metallicity of a galaxy, U is the
ionization parameter, and n is the electron density. We cal-
culate the ionization parameter as (e.g. Panuzzo et al. 2003)

U =
3α2/3

B

4c

(3Ṅionn
4π

)1/3
, (5)

where αB is the case-B hydrogen recombination coefficient,

c© 0000 RAS, MNRAS 000, 1–7

36 CHIME COLLABORATION

Figure 18. The stacked signal at �⌫ = 0MHz as a function of right ascension offset (��) and declination offset (�✓) for the QSO catalog.
The top row shows, from left to right, the data, best-fit model, and residual. The second row shows, from left to right, the result of stacking
the QSO catalog on a Gaussian noise realization, stacking the QSO catalog on a jackknife of even and odd days, and stacking a random mock
catalog on the data. The third row shows a slice of the data in black and best-fit model in red at �✓ = 0° on the left and �� = 0° on the right.
The bottom row shows, for these same slices, the residuals in black compared to the Gaussian noise realization in dark blue, the jackknife in
light blue, and the random mock catalog in orange. Note that to facilitate the comparison, the slices in the bottom row have been offset by an
amount indicated by the dotted line of the same color.

The	CHIME	collaboration	2022



The	importance	of	cross-correlations
• It	is	an	important	sanity	check	to	verify	claims	of	
detection/analysis	pipeline


• improves	S/N	for	preliminary	detections	(systematics	
and	noise	are	uncorrelated	in	cross)
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Figure 1. Slice maps of the 21-cm signals at z = 10.0, 8.0, 7.5, and 7.0. The black and red points represent the galaxies with
LOIII

> 1041 erg s−1 and 1042 erg s−1 respectively and the gray points are all the galaxies within the slice. The width of the slices is
1.2h−1 cMpc.

Table 1. Redshift, volume averaged neutral fraction, vol-
ume averaged luminosity density, and number of galaxies with
[O iii] luminosity larger than 1041 and 1042 erg s−1 within
(100h−1 cMpc)3 for each snapshot.

redshift xHI lOIII
a Ngal,41 Ngal,42

10.0 0.98 0.197 4851 84
8.0 0.78 1.13 30399 856
7.5 0.46 2.66 72619 2522
7.0 0.23 3.53 92593 3634

a in units of 1040h3 erg s−1 cMpc−3.

discussion of the 21-cm signal obtained from the simulations
we refer the reader to Ma et al. in prep.

2.3 [O iii] line emission

FIR/optical [O iii] lines are excellent targets to study the
high-redshift large-scale structure (Moriwaki et al. 2018).
Emission lines of highly ionized heavy elements including
[O iii] lines originate from H ii regions around young and
massive stars, and thus, they directly trace the ionizing
sources. In addition, they are easier to model compared to
those emitted from both neutral and ionized regions, such as

[C ii] line. Among them, the [O iii] 5007Å line is one of the
easiest to model because the electron density in H ii regions,
which cannot be properly resolved in simulations as large
as those adopted here, does not affect its luminosity. In this
paper, we thus investigate the [O iii] 5007Å line. If we con-
sidered the FIR [O iii] line instead, the detectability would
change depending on the emission strength but the overall
results would still hold as long as the electron densities do
not vary substantially from galaxy to galaxy.

To compute the line luminosity, LOIII
, we use a li-

brary generated with the photoionization code cloudy

(Ferland et al. 2017) as in Moriwaki et al. (2018), which
contains the line luminosity relative to the Hβ luminos-
ity with the case-B approximation, LcaseB

Hβ . The [O iii]
5007Å line luminosity is calculated as

LOIII
= (1− fesc)COIII

(Z,U, n)LcaseB
Hβ , (4)

where COIII
is the line luminosity ratio calculated with

cloudy, Z is the mean gas metallicity of a galaxy, U is the
ionization parameter, and n is the electron density. We cal-
culate the ionization parameter as (e.g. Panuzzo et al. 2003)

U =
3α2/3

B

4c

(3Ṅionn
4π

)1/3
, (5)

where αB is the case-B hydrogen recombination coefficient,

c© 0000 RAS, MNRAS 000, 1–7

see	talk	by	S.	Gagnon-Hartman



Signals	to	cross	with	21cm	during	EoR/CD
1.		Cosmic	Backgrounds	(difficult	to	get	good	S/N	because	signal	integrates	
over	redshift)	

(i)		CMB	(e.g.	kSZ	with	SPT/ACT/SO;	e.g.	Ma+2018;	LaPlante+2022)


(ii)	NIR	(e.g.	CIBERII	Mao	2014)

(iii)	XRB	(Athena)		e.g.	Ma+2018


2.		Resolved	Galaxies	(need	wide	and	deep,	and	redshifts	to	better	than	
percent	precision->	grism	or	multi-object	spectroscopy)		

(i)			ROMAN	grism	(e.g.	Vrbanec+2020;	LaPlante+2023)

(ii)		SUBARU	narrow-band	(e.g.	Sobacchi+	2016;	Vrbanec+2020;	Hutter+2017;	Kubota+	2020;	
Heneka	&	Mesinger	2020);


(iii)		SUBARU	spectroscopy	with	PFS

(iv)		ELT	spectroscopy


3.		Intensity	mapping	(best	footprint	overlap;	signal	is	generally	faint	at	z>6)	

(i) 		Lya	-	SPHEREx	(e.g.	Heneka	&	Cooray	2021)	CDIM	(Cooray+2016)

(ii)		OIII	-	SPHEREx	(Kana+	2019;	Moriwaki+2019;	Schengqi+2021)

(iii)		CII	-	CONCERTO	(Lagache+2017),		TIME-Pilot	(Crites+2014),	CCAT-prime	(Parshley+2018)



adapted	from	C.	Chiang


SKA-low

z ∼
5

Where	we	should	be	>2030-2040

High	S/N	map	of	~50%	of	
the	observable	Universe




The	Square	Kilometer	Array	is	coming
High	S/N	map	with	the	SKA
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Where	we	should	be	>2030-2040
High	S/N	map	with	the	SKA


• optimal	compression	of	non-Gaussian	signal	(e.g.	bispectrum,	
Minkowski	functionals,	wavelets,	data-driven	compression…)


Jonathan PritchardIsrael 2023

CD Signatures: bispectrum
Non-Gaussianity: bispectrum (also skew-spectrum 2-1)

Many Configurations

Majumdar+(2020)

Redshift evolution key

Fast algorithms for calculating bispectrum exist e.g. Watkinson+(2017)

Kamran+(2023)
e.g.	Watkinson+2017	(see	also,	e.g.	Majumdan+2020;	Chen+2019;	Giri&Mellema2021;	Kamran+2023..)



Where	we	should	be	>2030-2040
High	S/N	map	with	the	SKA


• optimal	compression	of	non-Gaussian	signal	(e.g.	bispectrum,	
Minkowski	functionals,	wavelets,	data-driven	compression…)


• do	we	actually	know	the	likelihood	analytically?		—> 
Simulation	Based	Inference	(SBI)




Simulation	Based	Inference	(SBI)

see	also

Zhao+2022ab,	Saxena+2023

Precompute	database	of	forward	models	(varying	cosmic	ICs,	
noise,	etc.)	and	train	density	estimators	to	fit	the	likelihood.	 21-cm likelihood 3

Figure 1. Schematic of our simulation pipeline. Starting from
the cosmological signal computed with 21cmFAST, we remove the
mean of the signal, add noise corresponding to a 1000h SKA1-Low
observation, and perform a foreground cut below the horizon limit
(see text for details). Finally, we bin the lightcone and compute
the 1D power spectrum in each bin.

2 SIMULATING 21-CM OBSERVATIONS

Inference, whether using SBI or with an explicit likelihood,
requires an accurate simulator to generate mock observables
from samples of astrophysical/cosmological parameters. Our
simulation pipeline is illustrated in Figure 1. It consists of
the following steps:

• Cosmological signal - we simulate a realization of the 21-
cm lightcone (more precisely a light "cuboid"), corresponding
to a sampled parameter vector, ✓̃, and a sampled random seed
for generating the initial conditions.

• Mean removal - we remove the mean from each red-
shift/frequency slice, to account for the inability of interfer-
ometers to measure the k? = 0 mode.

• + SKA Noise - we add a realization of noise correspond-
ing to a 1000h integration with SKA1-Low.

• + Horizon cut - we remove a foreground-dominated
“wedge” region by zeroing the corresponding Fourier modes.

• 1D Power Spectrum - we cut the lightcone into blocks
of equal conformal length along the redshift axis, computing
the 1D PS for each block. This results in �2

21(k, z) that we
use as our summary statistics throughout this paper.

Below we briefly describe these steps in more detail.
To compute the cosmological signal from the first step, we

use the public, semi-numerical code 21cmFAST v33 (Mesinger
et al. 2011; Murray et al. 2020), with the galaxy parametriza-
tion from Park et al. (2019). The code generates a realization
of the initial density and velocity fields, and evolves them
with second order Lagrangian perturbation theory (2LPT;

3 https://github.com/21cmfast/21cmFAST

Scoccimarro 1998). From the evolved density fields, the con-
ditional halo mass function is used to compute the spatial
fluctuations in the galaxy field (e.g. Barkana & Loeb 2004).
The inhomogeneous reionization field is obtained by compar-
ing the number of ionizing photons to the number of recombi-
nations, in regions of decreasing radii (Furlanetto et al. 2004;
Sobacchi & Mesinger 2014). Soft UV and X-ray photons that
have much longer mean free paths are instead tracked by in-
tegrating the local emissivity back along the lightcone, for
each simulation cell. These radiation fields then impact the
temperature and ionization state of each IGM cell. For more
details, interested readers are encouraged to see (Mesinger &
Furlanetto 2007; Mesinger et al. 2011).

Our simulations correspond to 300 Mpc boxes, with a cell
size of 1.5 Mpc. The choices of astrophysical galaxy parame-
ters are discussed in the following section. We interpolate be-
tween adjacent comoving snapshots, also accounting for sub-
grid redshift space distortions (e.g. Mao et al. 2012; Jensen
et al. 2013; Greig & Mesinger 2018), creating a lightcone of
the cosmic signal extending from redshift 30 to 5 (see the top
panel of Fig. 1).

SKA1-Low uv coverage and thermal noise are calculated
using tools21cm4 (Giri et al. 2020). We assume a tracked scan
of 6h per day, 10s integration time, for a total of 1000h, using
only the core stations (baseline  2km). After subtracting
the mean signal from each slice in the lighcone and adding
the thermal noise corresponding to this uv coverage, we also
remove a foreground-contaminated “wedge” (Morales et al.
2012; Vedantham et al. 2012; Trott et al. 2012; Parsons et al.
2014; Pober et al. 2014; Liu et al. 2014a,b; Murray & Trott
2018; Liu & Shaw 2020). Conservatively, we remove (zero)
all modes below the horizon limit, which can be expressed
as a slope in the line-of-sight (kk) vs. sky-plane (k?) Fourier
modes:

kk  k?
E(z)
1 + z

Z z

0

dz
0

E(z0)
, (3)

where E(z) =
p

⌦m(1 + z)3 + ⌦⇤. For more details on the
telescope noise and foreground avoidance implemented in this
work, we refer reader to Prelogović et al. (2022).5

After the telescope effects are included, we cut the result-
ing 21-cm brightness temperature lightcone, �Tb(x, z), along
redshift axis into chunks of 300Mpc and compute the 1D PS
on each section as:

�T̄
2
b �

2
21(k, z) ⌘

k
3

2⇡2V

D���Tb(k, z)� �T̄b(z)
��2
E

k
, (4)

where z is the central redshift of each chunk. This 1D PS
serves as our summary statistic throughout this work.

2.1 Model parameters

We characterize the unknown UV and X-ray properties of
high-z galaxies using the model from Park et al. (2019). The

4 https://github.com/sambit-giri/tools21cm
5 The only difference with respect to the method described in
Prelogović et al. (2022) is that we do not apply a “rolling” of the
wedge filter, more relevant for 21-cm images. As the 1D PS used
here is computed in (binned) Fourier space, it is sufficient to apply
the wedge filter once per the lightcone chunk on which the PS is
calculated.

MNRAS 000, 1–18 (2021)

x	10k	samples

see	talks	by	D.	Prelogović 
and	A.	Saxena

Prelogović	&	AM	(2023)



Where	we	should	be	>2030-2040
High	S/N	map	with	the	SKA


• optimal	compression	of	non-Gaussian	signal	(e.g.	bispectrum,	
Minkowski	functionals,	wavelets,	data-driven	compression…)


• do	we	actually	know	the	likelihood	analytically?		—> 
Simulation	Based	Inference	(SBI)


• emulating	maps

Conditional Diffusion Model for Astrophysical images 5

Figure 2. Conditional image generation from Simulation, DDPM, and StyleGAN2, at the testing set (T̃vir , Z̃ ) = (0.200, 0.800) .

Figure 3. The reduced scattering coefficients over different scales 9 and angular frequency ; for conditional image generation. These coefficients are calculated
from images with a grid size of (64, 64) and have the wavelet parameters � = 5 and ! = 4. The zeroth-order coefficient (0 is the spatial average of the input
image. The first-order coefficient (1 ( 91 ) is the results averaged over orientation ;1. For each scale 91, the second-order coefficient (2 has the scale 92 > 91 and
is a function of the separation of two orientations (;2 � ;1 )%! = {0, 1, 2, 3}. For simplicity, here we only show the coefficients with (;2 � ;1 )%! = {0, 1}. For
StyleGAN2, the (0 shows a larger variance, and the (1 and (2 show a slightly larger bias in some scales than DDPM.

analysis, we also generate samples around two of these testing sets,
which will be discussed in Section 5.2.

5 RESULTS

For astrophysical applications, image generation should be made
conditional on some information in need, e.g. initial conditions, cos-

mological or astrophysical parameters, so that we can perform the
Bayesian inference of these parameters from observations. Thus, we
focus on the comparison of conditional image generations between
the two generative models.

We train the conditional generative models on several datasets with
increasing sample sizes. After training, we generate 800 images con-
ditional on the five testing sets. Then we compare the distribution of
the scattering coefficients calculated from the generated images with

MNRAS 000, 1–13 (2015)
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Where	we	should	be	>2030-2040
High	S/N	map	with	the	SKA


• optimal	compression	of	non-Gaussian	signal	(e.g.	bispectrum,	
Minkowski	functionals,	wavelets,	data-driven	compression…)


• do	we	actually	know	the	likelihood	analytically?		—> 
Simulation	Based	Inference	(SBI)


• emulating	maps

• how	well	do	we	trust	our	simulators	(analytic,	semi-numeric,	
moment-based	RT,	ray	tracing,	hydro…)??


AM+	(2011)



Conclusions
• The	cosmic	21cm	signal	will	allow	us	to	learn	the	average	UV	and	Xray	
properties	of	the	first	galaxies	as	well	physical	cosmology.


• There	are	current	claims	of	a	detection/non-detection	of	the	global	signal.


• Upper	limits	on	the	21-cm	power	spectrum	by	LOFAR,	MWA	and	HERA	
imply	some	heating	of	the	IGM	by	z>10.


• If	heating	is	provided	by	high	mass	X-ray	binary	stars,	they	are	likely	more	
luminous	then	local	ones,	likely	due	to	their	low-metallicities.


• Future	detections	will	need	cross-correlations	with	signals	of	known	origin	
in	order	to	be	believed.


• High	S/N	maps	of	half	of	our	observable	Universe	should	be	enabled	by	the	
SKA	over	the	next	couple	of	decades,	ushering	in	a	Big	Data	revolution


