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suggest that this value might rather be slightly underestimated
than overestimated.

The surface gravity is set by requiring lines of Fe  to re-
turn the same differential abundance as lines of Fe  (LTE ioniza-
tion equilibrium). As in the case of Fe , we opted for a careful
selection of relatively few well-observed weakly blended lines.
Figure 5 demonstrates that the ionization equilibrium is estab-
lished at log g = 4.44. Given the 1σ scatter among the log g-
sensitive Fe  lines (0.013 dex), the value of the surface gravity
is uncertain at the 0.04 dex level. In this step, the microturbu-
lence is found to be ξt = 0.95 km s−1 (cf. Fig. 5), i.e. the same
value as used in the analysis of the solar spectrum.

Further evidence as regards the solar-like surface gravity
is obtained from the analysis of the damping wings of the
Mg b lines. The Mg abundance was derived from the Mg 
doublet lines at 6718.7 and 6319.2 Å which are on the linear
part of the curve of growth, as well as from the moderately
strong Mg  5711 Å line. These lines consistently give the result
[Mg/Fe] = 0.02 ± 0.01. There are no other suitable atomic Mg
lines in the spectral regions available to us. To get further con-
straints on the Mg abundance, we explored the wavelength re-
gion around 5134–5137Å with Q2(23), Q1(23) and R2(11) fea-
tures of the (0,0) bands of the A-X system of MgH. This re-
gion is severely affected also by lines from the C2 Swan bands.
The observed spectrum appears very similar but with about 8%
stronger MgH bands, as compared with the solar spectrum. Our
spectrum synthesis, assuming solar isotopic ratios, shows that
the observed MgH bands are consistent with our abundance es-
timate for Mg and the somewhat enhanced overall metallicity.
The adoption of a significantly lower Mg abundance (by 0.1 dex)
would, lead to too weak MgH features. Adopting [Mg/H]= 0.02,
the pressure-broadened red wing of Mg  5183 Å (the strongest
line of the Mg  triplet with the largest log g sensitivity) indicates
a log g of 4.44 ± 0.05 (see Fig. 6). To this we add in quadrature
the uncertainty stemming from the Mg abundance. This yields
an error for log g of 0.06.

Combining the two independent methods (Fe /, Mg b), we
finally adopt 4.44 ± 0.035 as our current best estimate of the
surface gravity of M67-1194. The error is the combined error
from the two methods, propagated into the mean.

Abundances are determined using the line list of Meléndez
et al. (2009), which was chosen in order to make our results di-
rectly comparable to the twin results of that group. In the case
of carbon, we needed to depart from that list replacing lines not
available in our wavelength range with C2 lines. In the case of
oxygen, inspection of the wavelength regions around the [O ]
lines at 6300.3 and 6363.7 Å proved this region to be far too
noisy for an accurate oxygen abundance determination. Within
this noise, the spectrum does not depart significantly from the
solar spectrum, and fits of synthetic spectra suggest the oxygen
abundance ratio [O/Fe] to be solar with an estimated maximum
error of about 0.15 dex. The high excitation O  6158.1 line was
found to be more useful at this level of S/N, allowing an esti-
mated [O/Fe] = 0.07 ± 0.07. These errors are here to be seen as
maximum errors, and the uncertainties are mainly related to the
placement of the continuum. We note that this result is consistent
with the mean [O/Fe] = 0.01±0.03, as determined for ten some-
what brighter and hotter main-sequence stars in M67 by Randich
et al. (2006) using the 6300.3 Å line.

The resulting abundances are illustrated in Fig. 7 as differ-
ences between the solar values and those of M67-1194, and com-
pared to the mean results for the solar twin sample of Meléndez
et al. (2009). We note that, given the similarity of the spectrum

Fig. 7. Abundance difference as a function of condensation tempera-
ture (according to Lodders 2003). Filled circles: this paper, plus signs:
Meléndez et al. (2009). Shaded area: this paper, dotted line: Meléndez
et al. (2009). The shaded area summarizes the result of this paper when
submitted to a linear-regression analysis (including the upper limit of
O), giving ∆[X/Fe] = a + mTcond. The area delineates the range of re-
gression lines due to the uncertainties in a and m. The elements in the
range 1300–1500 K not identified are (from left to right): Cr, Si, Co, Ni
and V. Error bars are discussed in detail in Sect. 3.2.

of M67-1194 to the solar one, uncertainties in line data effec-
tively cancel. Similarly, errors due to inadequacies in the model
atmospheres, e.g., in describing the formation of molecular lines
in the upper layers of the atmospheres, should cancel, provided
that the elemental abundances are practically the same, and no
other effects but those related to the fundamental stellar param-
eters characterize the atmospheres.

3.2. Abundance errors

There are several kinds of errors that could have an impact on our
abundance results. Despite the good data quality achieved for
this faint star, continuum placement is a non-negligible source
of error (see the case of oxygen above and lithium below).
However, it can be classified as a random error, given the sim-
ilarity between the solar and the stellar spectrum and the dif-
ferential nature of our analysis. Thus, these errors are reflected
in the line-to-line scatter in abundances. Errors stemming from
stellar-parameter uncertainties are also discussed below.

The error bars indicated in Fig. 7 are the sample standard de-
viation for the abundance of each element as determined from
the available lines, e.g. they represent internal errors. Given the
generally small number of lines, we adopt this more conservative
estimate over the standard deviation of the mean (as throughout
this study). If this error is found to be below 0.02 dex, we adopt
0.02 dex as a lower limit (indicated in the upper right corner
of Fig. 7 and representative of all points without error bars). In
the case of Na (two lines giving abundances in numerical agree-
ment) we adopted an estimate of the fitting error.
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