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Galactic accelerators. The only place where we can 
study the properties of relativistic shocks (as in 

GRBs and AGNs

Originated by the interaction of the ultra-relativistic 
magnetized pulsar wind with the expanding SNR  (or 

with the ISM)

PWNe are hot bubbles  of relativistic particles and 
magnetic field emitting non-thermal radiation.   PWN

SNR PULSAR
Allow us to investigate the dynamics of relativistic 

outflows

PWNE
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CRAB SYNCHROTRON SPECTRUM

78 INTERACTION WITH THE ENVIRONMENT

broadband non-thermal spectrum, extending from radio to X-ray and TeV energies, and a high degree of linear
polarization. The Radio spectrum is well fitted by a power-law, and the same holds for the X-ray part, which
however has a much steeped spectrum. ANRV352-AA46-05 ARI 15 July 2008 10:36
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Figure 2
The integrated
spectrum of the Crab
synchrotron nebula,
from Atoyan &
Aharonian (1996),
assembled from
sources cited in that
paper. The electron
energies shown
correspond to peak
synchrotron emission
assuming a magnetic
field of 300 µG. Most
of the emission from
the Crab is emitted
between the optical
and X-ray bands. The
highest energy �-rays
are due to inverse
Compton radiation.

pulsar (∼1.8×1049ergs) still resident within the synchrotron nebula. Averaged over the volume of
the synchrotron nebula, this energy density corresponds to a pressure of ∼7.2 × 10−9 dyne cm−2,
very close to the canonical value assuming equipartition and B ∼ 300 µG (Trimble 1968).

The overall spectrum of the Crab Nebula peaks in the range between 1014–1018 Hz in the
optical through the X-ray part of the spectrum (see Figure 2, from Atoyan & Aharonian 1996).
Assuming a magnetic field of 300 µG, this radiation is associated with emission from electrons with
energies between a few hundred GeV and a few tens of TeV. The very highest energy emission
from the Crab above frequencies of ∼1023 Hz is thought to be due to inverse Compton radiation
(Atoyan & Aharonian 1996). The bump around 1013 Hz in the far infrared part of the spectrum is
the result of thermal emission from dust in the nebula. This dust, which condensed from material
ejected in the explosion, is heated to a temperature of about 80 K (Marsden et al. 1984).

Figure 3 shows a color composite image of the Crab synchrotron nebula. An X-ray image
of the Crab obtained with Chandra is shown in blue. An optical continuum image is shown in
green. Red shows a radio image of the Crab obtained with the VLA. The first thing that is
immediately apparent in these images is the difference in spatial extent of the Crab synchrotron
nebula when viewed at different wavelengths. The nebula is smallest in size when viewed at
high energies, and grows progressively larger when viewed at lower energies. This basic trend is
relatively easy to understand. High-energy particles injected into the nebula at the wind shock
experience both synchrotron burn off and energy loss owing to adiabatic expansion as they move
outward through the nebula. Even so, faint X rays are still seen close to the boundary of the nebula
(Hester et al. 1995; Seward, Tucker & Fesen 2006), indicating that the real situation is more
complex.

The synchrotron nebula shows a wealth of fine-scale structure that can be extraordinarily
dynamic, varying appreciably on timescales of days. The standard nomenclature for these features
comes from Scargle (1969), who identified a number of arcuate features or wisps located along and
generally perpendicular to a line going from the SE to the NW through the pulsar. (By convention,
features in the Crab synchrotron nebula are referred to as wisps, while the term filament is reserved
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Figure 5.1: Left panel: images of the Crab Nebula in different bands. In optical the green filaments are a thermal
lime emission, while the light blue is non-thermal synchrotron. Right panel: spectrum of the Crab Nebula from
Radio to MeV.

These characteristics are common to the class of PWNe: a flat spectral index in the radio band, ⇠ 0 � 0.3 which
steepens in the X-ray to 2.3 � 3.3; a highly linearly polarized flux; an increasing brightness towards the center.

Interestingly the typical X-ray luminosity of the Crab Nebula is about 10% of the spin-down luminosity of the
pulsar, suggesting that it is indeed the pulsar itself to power the continuous emission from these objects.

Several PWNe are known today in different stages of evolution. They have also been found around older pulsars
whose supernova remnants have disappeared, including millisecond radio pulsars. There are also systems where
the pulsar, due to teh kick velocity received at birth, has emerged from the SNR and is interacting direcly with the
ISM, giving rise to cometary shaped nebulae.

5.1.2 PWNe Models

As we saw in Chapter 3 and Sec. 3.8 the pulsar wind is highly relativistic, while the typical expansion speeds of
SNRs, are of the order of a few thousands km s�1. Even if a PSR was to trasfer all of its rotational energy to the

 Low energy break
 High energy break

 MeV cutoff

 Injection break   Synchr. cooling  Acceler. cutoff

The most efficient non-thermal accelerator.

Hester 2008
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achievable by galactic accelerators, based on measurements of the cosmic ray spectrum
at the Earth (see e.g., [53] for a recent review). Before discussing the most impressive
surprises that came from gamma-rays and how they have impacted our understanding
of the Crab nebula, we briefly review the physical picture of the nebular dynamics and
emission properties that has been built through time, thanks to constant improvements in
the quality of observations, theories, and numerical modeling.

Figure 1. Focus on the gamma-ray spectrum of the Crab nebula. Data from different instruments are
shown with diverse symbols/colors—namely, green rectangles for HEGRA data [54], blue squares for
HESS data [55], pink circles for Fermi-LAT ones [56], red diamonds for MAGIC data [57,58], orange
stars for HAWC [59], brown triangles for Tibet AS-g [60], and violet ones for LHAASO data [61].
Figure courtesy of Michele Fiori.

3.1. Modeling the Nebular Plasma

The Crab nebula is the PWN for which most models were developed and over which
most of our understanding of the entire class is based. As we mentioned in Section 1
most of the rotational energy lost by the pulsar goes into accelerating a relativistic outflow,
mostly made of pairs (though the presence of ions is not excluded, as we will discuss later)
and a toroidal magnetic field. The outflow starts out cold (low emissivity, as highlighted by
the presence of an underluminous region surrounding the pulsar [1]) and highly relativistic,
until it reaches the termination shock (TS). Since the outflow is electromagnetically driven,
it must start out as highly magnetized at RLC: the ratio between Poynting flux and particle
kinetic energy, s, is thought to be s(RLC) ⇡ 104 [62,63]. In contrast, the magnetization
must be much lower at the TS, in order for the flow to be effectively slowed down. Initial es-
timates of s at the TS, based on steady-state 1D magnetohydrodynamics (MHD) modeling,
would give s(RTS) ⇡ 10�3, equal to the ratio between the nebular expansion velocity and
the speed of light. This estimate has later been revised towards larger values of s in light
of 3D MHD numerical modeling, as we discuss below, but the general consensus is still
that s(RTS) cannot be much larger than unity. How the conversion of the flow energy from
magnetic to kinetic occurs, between RLC and RTS, is still a matter of debate—the so-called
s-problem—and some of the suggested mechanisms could show radiative signatures in
the gamma-ray band (e.g., [26]), while keeping dark in other wavebands. In fact, at least
at low latitudes around the pulsar rotational equator, a plausible mechanism for energy
conversion in the wind is offered by the existence of a magnetically striped region [64].
In an angular sector, whose extent depends on the inclination between the pulsar spin
and magnetic axes, qi, a current sheet develops between toroidal field lines of alternating
polarity [37]: this is an ideal place for magnetic reconnection to occur and transfer energy

IC GAMMA SPECTRUM
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OTHER PWNE ARE NIR/FIR DOMINATED

TREND SET BY RADIO-OPT 
PARTICLES 

X-RAY PARTICLES IN KN
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achievable by galactic accelerators, based on measurements of the cosmic ray spectrum
at the Earth (see e.g., [53] for a recent review). Before discussing the most impressive
surprises that came from gamma-rays and how they have impacted our understanding
of the Crab nebula, we briefly review the physical picture of the nebular dynamics and
emission properties that has been built through time, thanks to constant improvements in
the quality of observations, theories, and numerical modeling.

Figure 1. Focus on the gamma-ray spectrum of the Crab nebula. Data from different instruments are
shown with diverse symbols/colors—namely, green rectangles for HEGRA data [54], blue squares for
HESS data [55], pink circles for Fermi-LAT ones [56], red diamonds for MAGIC data [57,58], orange
stars for HAWC [59], brown triangles for Tibet AS-g [60], and violet ones for LHAASO data [61].
Figure courtesy of Michele Fiori.

3.1. Modeling the Nebular Plasma

The Crab nebula is the PWN for which most models were developed and over which
most of our understanding of the entire class is based. As we mentioned in Section 1
most of the rotational energy lost by the pulsar goes into accelerating a relativistic outflow,
mostly made of pairs (though the presence of ions is not excluded, as we will discuss later)
and a toroidal magnetic field. The outflow starts out cold (low emissivity, as highlighted by
the presence of an underluminous region surrounding the pulsar [1]) and highly relativistic,
until it reaches the termination shock (TS). Since the outflow is electromagnetically driven,
it must start out as highly magnetized at RLC: the ratio between Poynting flux and particle
kinetic energy, s, is thought to be s(RLC) ⇡ 104 [62,63]. In contrast, the magnetization
must be much lower at the TS, in order for the flow to be effectively slowed down. Initial es-
timates of s at the TS, based on steady-state 1D magnetohydrodynamics (MHD) modeling,
would give s(RTS) ⇡ 10�3, equal to the ratio between the nebular expansion velocity and
the speed of light. This estimate has later been revised towards larger values of s in light
of 3D MHD numerical modeling, as we discuss below, but the general consensus is still
that s(RTS) cannot be much larger than unity. How the conversion of the flow energy from
magnetic to kinetic occurs, between RLC and RTS, is still a matter of debate—the so-called
s-problem—and some of the suggested mechanisms could show radiative signatures in
the gamma-ray band (e.g., [26]), while keeping dark in other wavebands. In fact, at least
at low latitudes around the pulsar rotational equator, a plausible mechanism for energy
conversion in the wind is offered by the existence of a magnetically striped region [64].
In an angular sector, whose extent depends on the inclination between the pulsar spin
and magnetic axes, qi, a current sheet develops between toroidal field lines of alternating
polarity [37]: this is an ideal place for magnetic reconnection to occur and transfer energy
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The Astrophysical Journal Letters, 727:L40 (6pp), 2011 February 1 Wilson-Hodge et al.

Figure 4. INTEGRAL 3 day averaged light curves of the Crab measured in the 3–10 and 10–25 keV bands with JEM-X, and the 20–50, 50–100, and 100–300 keV
bands with ISGRI. Normalized RXTE PCU2 rates in the 2–15 and 15–50 keV bands are overplotted with the JEM-X data for comparison.

Figure 5. Composite Crab light curves for RXTE/PCA (15–50 keV: black diamonds), Swift/BAT (top: 14–50 keV, bottom: 50–100 keV: red filled circles), Fermi/GBM
(top: 15–50 keV, bottom: 50–100 keV: open blue squares), INTEGRAL/ISGRI (top: 20–50 keV, Bottom: 50–100 keV: green triangles), and INTEGRAL/JEM-X2
(10–25 keV). Each data set has been normalized to its mean rate in the time interval MJD 54690–54790. All error bars include only statistical errors.

2009), a radial plasma flow in the equatorial plane decelerates
downstream of a termination shock located at a radius of about
0.5 lt-yr and near the inner ring observed in X-rays (Weisskopf
et al. 2000). Due to adiabatic and synchrotron losses in the
fluid the flow becomes inhomogeneous with large variations
in local magnetic field strength. These magnetosonic waves
are relativistic and the variability timescale is roughly the
fluid crossing time across the shock diameter or 1–2 years.
Alternatively (Spitkovsky & Arons 2004), variability on scales

of the ion Larmor radius may result from cycles of compression
of the electron–positron plasma induced by magnetosonic waves
caused by the cyclotron instability in the ion orbits.

Chandra (Weisskopf et al. 2000; Mori et al. 2004) and XMM-
Newton (Kirsch et al. 2006) observations of the Crab suffer from
pileup effects, making it difficult to monitor absolute fluxes
at the level of a few percent. No Chandra ACIS observations
of the Crab were performed from MJD 54135–55466. Never-
theless, both instruments have shown that the spectrum of the

5

VARIABILITY AT LOW ENERGY



7

The Astrophysical Journal Letters, 727:L40 (6pp), 2011 February 1 Wilson-Hodge et al.

Figure 4. INTEGRAL 3 day averaged light curves of the Crab measured in the 3–10 and 10–25 keV bands with JEM-X, and the 20–50, 50–100, and 100–300 keV
bands with ISGRI. Normalized RXTE PCU2 rates in the 2–15 and 15–50 keV bands are overplotted with the JEM-X data for comparison.

Figure 5. Composite Crab light curves for RXTE/PCA (15–50 keV: black diamonds), Swift/BAT (top: 14–50 keV, bottom: 50–100 keV: red filled circles), Fermi/GBM
(top: 15–50 keV, bottom: 50–100 keV: open blue squares), INTEGRAL/ISGRI (top: 20–50 keV, Bottom: 50–100 keV: green triangles), and INTEGRAL/JEM-X2
(10–25 keV). Each data set has been normalized to its mean rate in the time interval MJD 54690–54790. All error bars include only statistical errors.
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Figure 6. The radial positions of the wisp peaks as a function
of time. Red and blue are used to indicate an optical or an X-ray
wisp respectively. The symbols are the same as in Fig. 5.

In Fig. 5 we also trace the outward motion of a partic-
ular peak by drawing a line through the position of what
appears to be the same peak but at di↵erent times. There
appears to be possibly five distinct progressions of peaks in
the optical data and possibly seven in X-rays. We have not
attempted to connect progressions across summer gaps, but
one could do so. As the slopes of the lines indicating the
outward progression are di↵erent, so are the inferred veloci-
ties. These are given in Table 3 where we list the measured
quantity i.e. the apparent velocity on the sky in arcsec/day,
and, assuming a distance of 2 kpc, the deprojected physical
velocity. For deprojection we use an inclination angle of 57

�

(Weisskopf et al. (2012) and references therein). Fig. 6 also
compares the motion of the peaks in the radial profiles as a
function of time. The figure indicates that most of the time
an X-ray wisp appears close to the pulsar, so does an optical
wisp that is slightly further away from the pulsar.

Fig. 7 presents a di↵erent yet equally interesting, pic-
ture and comparison of the evolution of the peak fluxes in
the azimuthal distributions as a function of time. To con-
struct this figure we used a time spacing of 10 d. If an ob-
servation took place at any time within the 10 d interval
the data were included as a column in the figure. For short
gaps in the time sequence, we performed a linear average of
the closest columns that contain data. Thus, if there was a
two column gap, we would add two thirds of the previous
observation to one third of the following observation to fill
in the first missing column. For the second missing column,
the weights were reversed. If the wisps in two data sets over-
lap, this method will cause the wisp to appear to move from
the location in the first data set to the location seen in the
second across the gap. If the features do not overlap, then
features in the first data set will appear to fade as new fea-
tures appear to grow. We have determined that the gap in
the summer break is too long for our interpolation method
to work and thus it is empty.

All the features seen in Fig. 5 can also be seen pictorially
in Fig. 7. Note that the width of neighbouring peaks in the
X-ray and optical do not appear to be correlated. In the X-
ray portion of Fig. 7 we also see the slow outward motion

Figure 7. The two panels compare the radial evolution of the
optical (upper panel) and X-ray (lower panel) wisps. For clarity,
data were interpolated between observations but not across the
large gaps imposed by sun constraints. The unit for the colour
scale is µJ/arcsec2 for the upper panel and counts for the lower
panel.

of the outer boundary where the colour changes from green
to blue. This boundary is close to 20 arcsec from the pulsar
for the earliest observations, yet moves to near 25 arcsec
by the end of the sequence. This outward motion of the
boundary roughly matches the apparent outward motion of
the brighter wisps. Although the bright wisps can be seen
in both the X-ray and the optical,some X-ray peaks do not
appear to have a nearby optical companion. Furthermore,
the positions of the optical wisps do not precisely align with
the positions of the X-ray wisps. That would seem to imply
that the individual evolution of optical and X-ray wisps is
di↵erent, but, becuse of their proximity they are related.
Fig. 7 also makes it clear that new wisps form in the inner
region roughly once per year.

3.3 Analysis of the azimuthal profile of the wisps

Good statistics for the optical data allow us to measure the
azimuthal intensity profile for each observation. These anal-
yses measure the azimuthal intensity distribution of the flux
in the ellipse-like shapes to the NW of the pulsar. Elliptical
shapes arise presumably because they are formed in a cir-
cular ring more or less in the equatorial plane of the pulsar.

c� 2012 RAS, MNRAS 000, 1–11

VARIABILITY AT LOW ENERGY
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bands with ISGRI. Normalized RXTE PCU2 rates in the 2–15 and 15–50 keV bands are overplotted with the JEM-X data for comparison.

Figure 5. Composite Crab light curves for RXTE/PCA (15–50 keV: black diamonds), Swift/BAT (top: 14–50 keV, bottom: 50–100 keV: red filled circles), Fermi/GBM
(top: 15–50 keV, bottom: 50–100 keV: open blue squares), INTEGRAL/ISGRI (top: 20–50 keV, Bottom: 50–100 keV: green triangles), and INTEGRAL/JEM-X2
(10–25 keV). Each data set has been normalized to its mean rate in the time interval MJD 54690–54790. All error bars include only statistical errors.
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downstream of a termination shock located at a radius of about
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et al. 2000). Due to adiabatic and synchrotron losses in the
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one could do so. As the slopes of the lines indicating the
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compares the motion of the peaks in the radial profiles as a
function of time. The figure indicates that most of the time
an X-ray wisp appears close to the pulsar, so does an optical
wisp that is slightly further away from the pulsar.
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ture and comparison of the evolution of the peak fluxes in
the azimuthal distributions as a function of time. To con-
struct this figure we used a time spacing of 10 d. If an ob-
servation took place at any time within the 10 d interval
the data were included as a column in the figure. For short
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the closest columns that contain data. Thus, if there was a
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observation to one third of the following observation to fill
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of the outer boundary where the colour changes from green
to blue. This boundary is close to 20 arcsec from the pulsar
for the earliest observations, yet moves to near 25 arcsec
by the end of the sequence. This outward motion of the
boundary roughly matches the apparent outward motion of
the brighter wisps. Although the bright wisps can be seen
in both the X-ray and the optical,some X-ray peaks do not
appear to have a nearby optical companion. Furthermore,
the positions of the optical wisps do not precisely align with
the positions of the X-ray wisps. That would seem to imply
that the individual evolution of optical and X-ray wisps is
di↵erent, but, becuse of their proximity they are related.
Fig. 7 also makes it clear that new wisps form in the inner
region roughly once per year.

3.3 Analysis of the azimuthal profile of the wisps

Good statistics for the optical data allow us to measure the
azimuthal intensity profile for each observation. These anal-
yses measure the azimuthal intensity distribution of the flux
in the ellipse-like shapes to the NW of the pulsar. Elliptical
shapes arise presumably because they are formed in a cir-
cular ring more or less in the equatorial plane of the pulsar.
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Figure 4. INTEGRAL 3 day averaged light curves of the Crab measured in the 3–10 and 10–25 keV bands with JEM-X, and the 20–50, 50–100, and 100–300 keV
bands with ISGRI. Normalized RXTE PCU2 rates in the 2–15 and 15–50 keV bands are overplotted with the JEM-X data for comparison.

Figure 5. Composite Crab light curves for RXTE/PCA (15–50 keV: black diamonds), Swift/BAT (top: 14–50 keV, bottom: 50–100 keV: red filled circles), Fermi/GBM
(top: 15–50 keV, bottom: 50–100 keV: open blue squares), INTEGRAL/ISGRI (top: 20–50 keV, Bottom: 50–100 keV: green triangles), and INTEGRAL/JEM-X2
(10–25 keV). Each data set has been normalized to its mean rate in the time interval MJD 54690–54790. All error bars include only statistical errors.

2009), a radial plasma flow in the equatorial plane decelerates
downstream of a termination shock located at a radius of about
0.5 lt-yr and near the inner ring observed in X-rays (Weisskopf
et al. 2000). Due to adiabatic and synchrotron losses in the
fluid the flow becomes inhomogeneous with large variations
in local magnetic field strength. These magnetosonic waves
are relativistic and the variability timescale is roughly the
fluid crossing time across the shock diameter or 1–2 years.
Alternatively (Spitkovsky & Arons 2004), variability on scales

of the ion Larmor radius may result from cycles of compression
of the electron–positron plasma induced by magnetosonic waves
caused by the cyclotron instability in the ion orbits.

Chandra (Weisskopf et al. 2000; Mori et al. 2004) and XMM-
Newton (Kirsch et al. 2006) observations of the Crab suffer from
pileup effects, making it difficult to monitor absolute fluxes
at the level of a few percent. No Chandra ACIS observations
of the Crab were performed from MJD 54135–55466. Never-
theless, both instruments have shown that the spectrum of the
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Figure 6. The radial positions of the wisp peaks as a function
of time. Red and blue are used to indicate an optical or an X-ray
wisp respectively. The symbols are the same as in Fig. 5.

In Fig. 5 we also trace the outward motion of a partic-
ular peak by drawing a line through the position of what
appears to be the same peak but at di↵erent times. There
appears to be possibly five distinct progressions of peaks in
the optical data and possibly seven in X-rays. We have not
attempted to connect progressions across summer gaps, but
one could do so. As the slopes of the lines indicating the
outward progression are di↵erent, so are the inferred veloci-
ties. These are given in Table 3 where we list the measured
quantity i.e. the apparent velocity on the sky in arcsec/day,
and, assuming a distance of 2 kpc, the deprojected physical
velocity. For deprojection we use an inclination angle of 57

�

(Weisskopf et al. (2012) and references therein). Fig. 6 also
compares the motion of the peaks in the radial profiles as a
function of time. The figure indicates that most of the time
an X-ray wisp appears close to the pulsar, so does an optical
wisp that is slightly further away from the pulsar.

Fig. 7 presents a di↵erent yet equally interesting, pic-
ture and comparison of the evolution of the peak fluxes in
the azimuthal distributions as a function of time. To con-
struct this figure we used a time spacing of 10 d. If an ob-
servation took place at any time within the 10 d interval
the data were included as a column in the figure. For short
gaps in the time sequence, we performed a linear average of
the closest columns that contain data. Thus, if there was a
two column gap, we would add two thirds of the previous
observation to one third of the following observation to fill
in the first missing column. For the second missing column,
the weights were reversed. If the wisps in two data sets over-
lap, this method will cause the wisp to appear to move from
the location in the first data set to the location seen in the
second across the gap. If the features do not overlap, then
features in the first data set will appear to fade as new fea-
tures appear to grow. We have determined that the gap in
the summer break is too long for our interpolation method
to work and thus it is empty.

All the features seen in Fig. 5 can also be seen pictorially
in Fig. 7. Note that the width of neighbouring peaks in the
X-ray and optical do not appear to be correlated. In the X-
ray portion of Fig. 7 we also see the slow outward motion

Figure 7. The two panels compare the radial evolution of the
optical (upper panel) and X-ray (lower panel) wisps. For clarity,
data were interpolated between observations but not across the
large gaps imposed by sun constraints. The unit for the colour
scale is µJ/arcsec2 for the upper panel and counts for the lower
panel.

of the outer boundary where the colour changes from green
to blue. This boundary is close to 20 arcsec from the pulsar
for the earliest observations, yet moves to near 25 arcsec
by the end of the sequence. This outward motion of the
boundary roughly matches the apparent outward motion of
the brighter wisps. Although the bright wisps can be seen
in both the X-ray and the optical,some X-ray peaks do not
appear to have a nearby optical companion. Furthermore,
the positions of the optical wisps do not precisely align with
the positions of the X-ray wisps. That would seem to imply
that the individual evolution of optical and X-ray wisps is
di↵erent, but, becuse of their proximity they are related.
Fig. 7 also makes it clear that new wisps form in the inner
region roughly once per year.

3.3 Analysis of the azimuthal profile of the wisps

Good statistics for the optical data allow us to measure the
azimuthal intensity profile for each observation. These anal-
yses measure the azimuthal intensity distribution of the flux
in the ellipse-like shapes to the NW of the pulsar. Elliptical
shapes arise presumably because they are formed in a cir-
cular ring more or less in the equatorial plane of the pulsar.
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VARIABILITY AT LOW ENERGY



8

17 

 
Fig. S2 – Top panel: The AGILE gamma-ray light curve (1-day binning) of the Crab Pulsar/nebula above 100 MeV 
during the period 2007-08-28 – 2007-10-27 with the satellite in pointing mode. Bottom panel: same as the top panel 
light curve but for the nearby Geminga pulsar. Dashed lines and shadowed bands indicate the Crab average flux and the 
3 uncertainty range. 

 

 
Fig. S3 - The AGILE gamma-ray light curve of the Crab Pulsar/nebula above 100 MeV as observed with the satellite in 
spinning-mode. The light-curve covers the period from 2010-01-31 to 2010-10-07 . As for Fig. S1 and S2, the dashed 
line and shadowed band indicate the average Crab fluxes and the 3 uncertainty range. 
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Fig. 2 – HST and Chandra imaging of the Crab Nebula following the Sept., 2010 gamma-ray flare. (Top left panel:) 

optical image of the inner nebula region (approximately 28"x28", North is up, East on the left) obtained by the 

ACS instrument on board  the Hubble Space Telescope (HST) on October 2, 2010. ACS bandpass: 3,500-11,000 

Angstrom. The pulsar position is marked with a green arrow in all panels. White arrows in all panels mark 

interesting features compared to archival data. (Top right  panel:) the same region imaged by the Chandra 

Observatory ACIS instrument on September 28, 2010 in the energy range 0.5-8 keV (level-1 data). The pulsar does 

not show in this map and below because of pileup. (Bottom  left panel:) zoom of the HST image (approximately 

9"x9"), showing the nebular inner region, and the details of the “anvil feature” showing a “ring”-like structure at 

the base of the South-East “jet” off  the pulsar. “Knot 1” at 0”.6 South-East from the pulsar is saturated at the 

pulsar position. Terminology is from    ref. 6. (Bottom right panel:) zoom of the Chandra image, showing the X-

ray brightening of the “anvil” region and the correspondence with the optical image. Analysis of the features 
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Fig. S5 - Swift/XRT folded lightcurves (Window-timing mode, WT) accumulated in the energy band 0.5-10 keV. Red 
line: light curve accumulated during the 2007 flare (Tstart: 2007-10-15 23:59 UT, exposure: 4485 s). Green line: reference 
light curve accumulated in September 2009 (Tstart 2009-09-17 13:26 UT, exposure: 6284 s). Blue line: light curve 
accumulated during (and after) the September 2010 flare (from 2010-09-22 16:40 UT to 2010-09-28 07:49 UT (10 
observations), exposure: 17837.5 s). Phase and period were determined by using the radio monthly ephemeris from the 
Jodrell Bank Centre for Astrophysics. No significant variation in the pulse shape profile is present, strengthening  the 
Nebular origin of the two gamma-ray flares reported in the text 
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Fig. Integral flux above 100 MeV as a function of time during the 2011 April Crab flare. The light 
curve is binned into equal exposure bins during times with no Earth occultation, with a mean bin duration 
of nine minutes. The dotted line indicates the sum of the 33-month average fluxes from the inverse-Compton 
nebula and the pulsar. The dashed line shows the flux of the average synchrotron nebula summed to the 
latter. The solid black lines show the best fit of a model consisting of a constant plus an exponential function 
at the rise of both sub-flares (see text). The blue vertical lines indicate the intervals of each Bayesian Block 
during which the flux remains constant within statistical uncertainties. The time windows are enumerated 
at the top of the panel. The corresponding flux is shown by the blue marker below each number. The SED 
for each of the time windows is shown in Figure 6. 
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Figure 2. AGILE-GRID gamma-ray pulsar-subtracted spectrum of the Crab
Nebula super-flare on 2011 April 15–16. The AGILE flaring spectral data,
marked in red, obtained for a one-day integration (MJD = 245566.4–245567.4);
data points marked in black show the average nebular spectrum (Meyer et al.
2010). Pulsar gamma-ray spectral data have been subtracted based on the AGILE
results presented in Pellizzoni et al. (2009). The red curve is the result of the
theoretical modeling of the super-flare as discussed in the text. The spectral
region marked in green shows the X-ray spectrum of “source A” which is the
most dominant source in the Chandra image of the “anvil” region in the inner
Crab Nebula as reported in T11. This flux level is indicative of an X-ray upper
bound expected from the flare.
(A color version of this figure is available in the online journal.)

curve bin zero-phase (tstart) choice. The value of the peak time
tP is determined as MJD = 55667.3 ± 0.3.

A complete spectral evolution of the 2011 April event will
be reported elsewhere. Here we focus on the one-day integrated
2011 April 15–16 super-flare spectrum that we show in Figure 2.
Very intense and relatively hard emission is detected in the
energy range 100 MeV–1 GeV. The AGILE optimal spectral
sensitivity in the 50 MeV–a few GeV energy range is important
in constraining the spectrum at relatively low gamma-ray
energies. Indeed, the 50–100 MeV flux is well constrained by
our 95% confidence level upper limit. The super-flare emission
shows a very prominent peak of the νFν spectrum at photon
energies Eγ ,P ! 500 MeV. No significant emission is detected
above 1 GeV.

Figure 2 shows also the results of our theoretical modeling of
the emission (red curve) that we discuss below. Remarkably, the
peak power emitted in the gamma-ray energy range between
100 MeV and a few hundreds of MeV equals the average
power emitted in the hard X-ray/MeV energy range by the
Crab Nebula.

3. THEORETICAL CONSTRAINTS

In modeling the 2011 April Crab Nebula gamma-ray event
we assume that fast and very efficient acceleration is occurring
at a site in the inner nebula, following the discussion of T11
and Vittorini et al. (2011, hereafter V11). A fraction of the
total electron–positron high-energy component in the Nebula is
impulsively accelerated at a site of size L. For simplicity, we
ignore here substantial enhancements due to Doppler boosting
and take the Doppler factor δ = Γ−1(1 − β cos θ )−1 to be of the
order of a few.

The physical quantities are constrained within a global
comparison of a multi-parameter model matching spectral
and timing data.25 We considered several models with the
assumption of δ in the range 1–4 as deduced from observations
of the southeast jet and wisp regions (e.g., Hester 2008). We
present here the cases with δ = 1 and δ = 4 as examples of
a class of models applied to the super-flare spectrum shown in
Figure 2.

The acceleration process produces, within a timescale
shorter than any other relevant timescale, a differential par-
ticle energy distribution (that we model for illustration pur-
poses in its simplest form as a single power-law distribution
dn/dγ = K γ −1

b /(γ /γb)s , where n is the local particle number
density, γ is the particle Lorentz factor ranging from γmin = 105

to γmax = 7 × 109, s = 2 is the power-law index, γb = 5 × 108,
and K is the normalization factor K = 4 × 10−7 cm−3. For
δ = 1, the emitting region has size L = 1015 cm, and
an enhanced local magnetic field Bloc = 2 × 10−3 G that
we keep constant in our calculations. The total particle num-
ber required to explain the flaring episode turns out to be
Ne−/e+ =

∫
dV (dn/dγ ) dγ ! 7 × 1042, where V is an as-

sumed spherical volume of radius L. For δ = 4, some of the
physical parameters are slightly different, e.g., γmax = 5 × 109,
Bloc = 1.3 × 10−3 G, K = 3 × 10−10 cm−3, L = 4 × 1015 cm,
and Ne−/e+ = 3 × 1041. Obviously, the physical parameters can
differ from these (and are even more extreme) for time variations
faster than the one-day spectral average of Figure 2. A discus-
sion of the complete light curve and physical implications will
appear elsewhere. The complex gamma-ray light curve shows
that the acceleration process occurs on a ∼week timescale with
a succession of short timescale flares, each of which has physi-
cal parameters which differ from those of the peak emission by
a factor of a few.

We find that the synchrotron peak photon energy during
the flare maximum is Epeak = 3

2 h̄ e Bloc
me c

γ 2
max ! 500 MeV, a

value that challenges models of diffusive particle acceleration
limited by synchrotron cooling, a fact already noticed in T11,
A11, and V11. The 2011 April event confirms even more the
extremely short timescale of acceleration occurring in the inner
Crab Nebula and the existence of a strongly enhanced local
magnetic field.

4. DISCUSSION AND CONCLUSIONS

The 2011 April Crab Nebula super-flare dramatically shows
the efficiency of the particle acceleration mechanism operating
in the inner nebula. The detected gamma-ray luminosity at the
peak of the 2011 April 16 super-flare corresponds to 0.3%
of the Crab pulsar spin-down luminosity. Despite recent high-
resolution observations of the inner nebula (see especially the
very interesting sequence of Chandra pointings reported by
Tennant et al. 2011), there is currently no identification of
the acceleration site. The anvil region has been suggested as
a candidate for the 2010 September event (T11), and this site
may well be active also in the case of the 2011 April event.

25 Having determined from the overall spectral shape the values of γb and
index s (see their definitions in the text), we have five remaining parameters:
γmax, the local magnetic field B, the electron density Ne, the dimension of the
emitting region L, and the Doppler factor δ (the parameter K is derived from
Ne and L). These parameters are obtained from the following quantities (in the
observer frame): the position of the peak emission, Ep ∝ δ γ 2

max B, the peak
emission νF ∝ δ4 Ne L3 B2 γ 2

max, the rise time τr = L/(c δ), and the cooling
time τc ∝ 1/(B2

loc γmax δ).
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Figure 4. Crab Nebula Fourier power density spectrum (PDS), calculated from
the light curve of the first 35 months of Fermi observations shown in Figure 3.
The PDS of the full time interval is shown by the solid green line (scaled down
by 1/100 for better visibility). The PDS of the low activity period between
MJD 54884 and 55457 is shown by the solid blue line. The PDS of the 2011 April
flare is indicated by the solid red line and was calculated from the light curve
shown in Figure 5. A smoothing with a running average of four bins was applied
to all spectra. The PDSs obtained before smoothing are shown in colored dotted
lines. Black lines show the best-fit function of a power-law function (dashed)
plus a constant white noise component (solid) for the unsmoothed spectra. The
best-fit spectral indices are given in the text. Dotted black lines indicate the
±1σ , +2σ , and +3σ confidence intervals derived from white noise simulations
for the 2011 April flare PDS.
(A color version of this figure is available in the online journal.)

sinusoidal component is ≈10 hr, in agreement with the expec-
tation from the measured doubling times of the flares.

The pulsar flux remained unchanged during the flare, with
an average flux above 100 MeV of FP = (21.7 ± 1.1) ×
10−7 cm−2 s−1 during the main part of the flare (MJD
55663.70–55671.02). The flux increase is phase-independent.
This is illustrated in Figure 1, where the phasogram during the
main flare period is shown. The peaks in the on-pulse interval
remain at the same position. We also searched for periodicities
other than the Crab pulsar with the time-differencing technique
(Atwood et al. 2006), applying the event-weighting technique
described in Bickel et al. (2008). We scanned the frequency
range 0.1–256 Hz, allowing for a possible spin-down up to twice
the value of the Crab pulsar. No significant signal was found be-
sides the pulsar, which was detected with a significance >5.5σ .
Finally, we searched for photon clumping on timescales shorter
than the ≈10 min time binning by applying a Bayesian Block
analysis on the single photon arrival times, with no significant
detection.

4.1. Spectral Evolution During the Flare

In order to measure the energy spectrum during the flare,
and its evolution with time, the data must be averaged in time
intervals long enough to ensure adequate photon statistics, but
short enough to provide adequate temporal resolution. The
11 bins of approximately constant flux, derived from the BB
analysis, provide a reasonable compromise between these two
constraints.

The SEDs for each of the time bins are shown in Figure 6, after
subtracting the steady emission from the pulsar and the inverse-
Compton component of the nebula. It can be clearly seen that a
new spectral component emerges from the synchrotron nebula
during the flare, moving into the Fermi energy range as the flare
evolves. Its flux reaches a maximum between MJD 55666.997
and 55667.366 (frame 7); during this period the peak in the SED
is clearly detected at Epeak = (375 ± 26) MeV.
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Figure 5. Integral flux above 100 MeV as a function of time during the 2011 April Crab flare. The light curve is binned into equal exposure bins during times with no
Earth occultation, with a mean bin duration of nine minutes. The dotted line indicates the sum of the 33 month average fluxes from the inverse-Compton nebula and
the pulsar. The dashed line shows the flux of the average synchrotron nebula summed to the latter. The solid black lines show the best fit of a model consisting of a
constant plus an exponential function at the rise of both sub-flares (see the text). The blue vertical lines indicate the intervals of each Bayesian Block during which the
flux remains constant within statistical uncertainties. The time windows are enumerated at the top of the panel. The corresponding flux is shown by the blue marker
below each number. The SED for each of the time windows is shown in Figure 6.
(A color version of this figure is available in the online journal.)
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Figure 4. Crab Nebula Fourier power density spectrum (PDS), calculated from
the light curve of the first 35 months of Fermi observations shown in Figure 3.
The PDS of the full time interval is shown by the solid green line (scaled down
by 1/100 for better visibility). The PDS of the low activity period between
MJD 54884 and 55457 is shown by the solid blue line. The PDS of the 2011 April
flare is indicated by the solid red line and was calculated from the light curve
shown in Figure 5. A smoothing with a running average of four bins was applied
to all spectra. The PDSs obtained before smoothing are shown in colored dotted
lines. Black lines show the best-fit function of a power-law function (dashed)
plus a constant white noise component (solid) for the unsmoothed spectra. The
best-fit spectral indices are given in the text. Dotted black lines indicate the
±1σ , +2σ , and +3σ confidence intervals derived from white noise simulations
for the 2011 April flare PDS.
(A color version of this figure is available in the online journal.)

sinusoidal component is ≈10 hr, in agreement with the expec-
tation from the measured doubling times of the flares.

The pulsar flux remained unchanged during the flare, with
an average flux above 100 MeV of FP = (21.7 ± 1.1) ×
10−7 cm−2 s−1 during the main part of the flare (MJD
55663.70–55671.02). The flux increase is phase-independent.
This is illustrated in Figure 1, where the phasogram during the
main flare period is shown. The peaks in the on-pulse interval
remain at the same position. We also searched for periodicities
other than the Crab pulsar with the time-differencing technique
(Atwood et al. 2006), applying the event-weighting technique
described in Bickel et al. (2008). We scanned the frequency
range 0.1–256 Hz, allowing for a possible spin-down up to twice
the value of the Crab pulsar. No significant signal was found be-
sides the pulsar, which was detected with a significance >5.5σ .
Finally, we searched for photon clumping on timescales shorter
than the ≈10 min time binning by applying a Bayesian Block
analysis on the single photon arrival times, with no significant
detection.

4.1. Spectral Evolution During the Flare

In order to measure the energy spectrum during the flare,
and its evolution with time, the data must be averaged in time
intervals long enough to ensure adequate photon statistics, but
short enough to provide adequate temporal resolution. The
11 bins of approximately constant flux, derived from the BB
analysis, provide a reasonable compromise between these two
constraints.

The SEDs for each of the time bins are shown in Figure 6, after
subtracting the steady emission from the pulsar and the inverse-
Compton component of the nebula. It can be clearly seen that a
new spectral component emerges from the synchrotron nebula
during the flare, moving into the Fermi energy range as the flare
evolves. Its flux reaches a maximum between MJD 55666.997
and 55667.366 (frame 7); during this period the peak in the SED
is clearly detected at Epeak = (375 ± 26) MeV.

MJD

55660 55662 55664 55666 55668 55670 55672 55674

 ]
-1

 s
-2

 c
m

-7
F

lu
x 

> 
10

0 
M

eV
 [ 

10

100

200

1 2 3 4 5 6 7 8 9 10 11

Figure 5. Integral flux above 100 MeV as a function of time during the 2011 April Crab flare. The light curve is binned into equal exposure bins during times with no
Earth occultation, with a mean bin duration of nine minutes. The dotted line indicates the sum of the 33 month average fluxes from the inverse-Compton nebula and
the pulsar. The dashed line shows the flux of the average synchrotron nebula summed to the latter. The solid black lines show the best fit of a model consisting of a
constant plus an exponential function at the rise of both sub-flares (see the text). The blue vertical lines indicate the intervals of each Bayesian Block during which the
flux remains constant within statistical uncertainties. The time windows are enumerated at the top of the panel. The corresponding flux is shown by the blue marker
below each number. The SED for each of the time windows is shown in Figure 6.
(A color version of this figure is available in the online journal.)
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Figure 6. Spectral energy distribution evolution during the 2011 April Crab flare. Arrows indicate 95% confidence flux upper limits. The time windows are indicated
in the bottom left corner of each panel and correspond to the ones indicated in Figure 5. The dotted line shows the SED of the flaring component, the dot-dashed line
the constant background from the synchrotron nebula, and the dashed line is the sum of both components (see the text). The average Crab nebular spectrum in the first
33 months of Fermi observations is also shown in gray for comparison.

It is difficult to parameterize the spectral shape of the flaring
component due to the likely contamination by background
flux from the synchrotron nebula not related to the flare. The
determination of the latter is degenerate with the measurement
of the flare component, as only the summed flux is measured.
To break this degeneracy we proceeded under the following
assumptions.

1. The spectrum of the synchrotron nebula during the flare can
be described by a power-law function and does not vary in
time.

2. The spectrum of the flaring component can be described by
a power law with an exponential cutoff (Equation (3) with
κ = 1). While the cutoff energy and normalization of the
spectrum vary, the spectral index remains constant during
the flare.

We derived the spectral index of the flaring component and
the spectrum of the background synchrotron component in a
composite likelihood fit to all the time windows displayed in
Figure 5, simultaneously measuring the energy cutoff and flux
normalization evolution of the flaring component in each of the
time windows. For this we used the composite likelihood
2 part of the Fermi Science Tools.

The best-fit values for the background synchrotron nebula
during the flare period are FS = (5.4 ± 5.2) 10−7 cm−2 s−1

and γS = 3.9 ± 1.3, consistent with the average value measured
during the first 33 months of observation. The spectral index of
the flaring component is measured to be γF = 1.27 ± 0.12. The
best-fit values for EF,c and the energy flux above 100 MeV, fF,
are shown in Figure 7.
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Figure 7. Total energy flux above 100 MeV, f F , as a function of cutoff energy Ec
for the flaring component of the 2011 April flare. The values correspond to the
parameterizations shown in frames 1–10 of Figure 6 (the values obtained from
frame Nr 11 are not included, as no significant spectral curvature was detected
in his time interval, allowing no robust determination of Ec). The number next
to each marker denotes the corresponding frame. The axis on the right-hand
side indicates the apparent luminosity in units of the pulsar spin-down power of
5 × 1038 erg s−1 (Hester 2008). The numbered solid lines indicate the slope of
the corresponding power-law dependency fF ∼ EF,c

α . The dotted line marks
the best-fit function in this parameterization with α = 3.42 ± 0.86.
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Figure 4. Crab Nebula Fourier power density spectrum (PDS), calculated from
the light curve of the first 35 months of Fermi observations shown in Figure 3.
The PDS of the full time interval is shown by the solid green line (scaled down
by 1/100 for better visibility). The PDS of the low activity period between
MJD 54884 and 55457 is shown by the solid blue line. The PDS of the 2011 April
flare is indicated by the solid red line and was calculated from the light curve
shown in Figure 5. A smoothing with a running average of four bins was applied
to all spectra. The PDSs obtained before smoothing are shown in colored dotted
lines. Black lines show the best-fit function of a power-law function (dashed)
plus a constant white noise component (solid) for the unsmoothed spectra. The
best-fit spectral indices are given in the text. Dotted black lines indicate the
±1σ , +2σ , and +3σ confidence intervals derived from white noise simulations
for the 2011 April flare PDS.
(A color version of this figure is available in the online journal.)

sinusoidal component is ≈10 hr, in agreement with the expec-
tation from the measured doubling times of the flares.

The pulsar flux remained unchanged during the flare, with
an average flux above 100 MeV of FP = (21.7 ± 1.1) ×
10−7 cm−2 s−1 during the main part of the flare (MJD
55663.70–55671.02). The flux increase is phase-independent.
This is illustrated in Figure 1, where the phasogram during the
main flare period is shown. The peaks in the on-pulse interval
remain at the same position. We also searched for periodicities
other than the Crab pulsar with the time-differencing technique
(Atwood et al. 2006), applying the event-weighting technique
described in Bickel et al. (2008). We scanned the frequency
range 0.1–256 Hz, allowing for a possible spin-down up to twice
the value of the Crab pulsar. No significant signal was found be-
sides the pulsar, which was detected with a significance >5.5σ .
Finally, we searched for photon clumping on timescales shorter
than the ≈10 min time binning by applying a Bayesian Block
analysis on the single photon arrival times, with no significant
detection.

4.1. Spectral Evolution During the Flare

In order to measure the energy spectrum during the flare,
and its evolution with time, the data must be averaged in time
intervals long enough to ensure adequate photon statistics, but
short enough to provide adequate temporal resolution. The
11 bins of approximately constant flux, derived from the BB
analysis, provide a reasonable compromise between these two
constraints.

The SEDs for each of the time bins are shown in Figure 6, after
subtracting the steady emission from the pulsar and the inverse-
Compton component of the nebula. It can be clearly seen that a
new spectral component emerges from the synchrotron nebula
during the flare, moving into the Fermi energy range as the flare
evolves. Its flux reaches a maximum between MJD 55666.997
and 55667.366 (frame 7); during this period the peak in the SED
is clearly detected at Epeak = (375 ± 26) MeV.
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Figure 5. Integral flux above 100 MeV as a function of time during the 2011 April Crab flare. The light curve is binned into equal exposure bins during times with no
Earth occultation, with a mean bin duration of nine minutes. The dotted line indicates the sum of the 33 month average fluxes from the inverse-Compton nebula and
the pulsar. The dashed line shows the flux of the average synchrotron nebula summed to the latter. The solid black lines show the best fit of a model consisting of a
constant plus an exponential function at the rise of both sub-flares (see the text). The blue vertical lines indicate the intervals of each Bayesian Block during which the
flux remains constant within statistical uncertainties. The time windows are enumerated at the top of the panel. The corresponding flux is shown by the blue marker
below each number. The SED for each of the time windows is shown in Figure 6.
(A color version of this figure is available in the online journal.)
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Figure 6. Spectral energy distribution evolution during the 2011 April Crab flare. Arrows indicate 95% confidence flux upper limits. The time windows are indicated
in the bottom left corner of each panel and correspond to the ones indicated in Figure 5. The dotted line shows the SED of the flaring component, the dot-dashed line
the constant background from the synchrotron nebula, and the dashed line is the sum of both components (see the text). The average Crab nebular spectrum in the first
33 months of Fermi observations is also shown in gray for comparison.

It is difficult to parameterize the spectral shape of the flaring
component due to the likely contamination by background
flux from the synchrotron nebula not related to the flare. The
determination of the latter is degenerate with the measurement
of the flare component, as only the summed flux is measured.
To break this degeneracy we proceeded under the following
assumptions.

1. The spectrum of the synchrotron nebula during the flare can
be described by a power-law function and does not vary in
time.

2. The spectrum of the flaring component can be described by
a power law with an exponential cutoff (Equation (3) with
κ = 1). While the cutoff energy and normalization of the
spectrum vary, the spectral index remains constant during
the flare.

We derived the spectral index of the flaring component and
the spectrum of the background synchrotron component in a
composite likelihood fit to all the time windows displayed in
Figure 5, simultaneously measuring the energy cutoff and flux
normalization evolution of the flaring component in each of the
time windows. For this we used the composite likelihood
2 part of the Fermi Science Tools.

The best-fit values for the background synchrotron nebula
during the flare period are FS = (5.4 ± 5.2) 10−7 cm−2 s−1

and γS = 3.9 ± 1.3, consistent with the average value measured
during the first 33 months of observation. The spectral index of
the flaring component is measured to be γF = 1.27 ± 0.12. The
best-fit values for EF,c and the energy flux above 100 MeV, fF,
are shown in Figure 7.
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Figure 7. Total energy flux above 100 MeV, f F , as a function of cutoff energy Ec
for the flaring component of the 2011 April flare. The values correspond to the
parameterizations shown in frames 1–10 of Figure 6 (the values obtained from
frame Nr 11 are not included, as no significant spectral curvature was detected
in his time interval, allowing no robust determination of Ec). The number next
to each marker denotes the corresponding frame. The axis on the right-hand
side indicates the apparent luminosity in units of the pulsar spin-down power of
5 × 1038 erg s−1 (Hester 2008). The numbered solid lines indicate the slope of
the corresponding power-law dependency fF ∼ EF,c

α . The dotted line marks
the best-fit function in this parameterization with α = 3.42 ± 0.86.

6

CUTOFF ENERGY IS HIGHER AT PEAK

The Astrophysical Journal, 765:56 (10pp), 2013 March 1 Weisskopf et al.

2011 Flare

           Pulsar

2005 Quiescence

           Pulsar

Figure 7. Keck K ′ observations of the Crab, after subtraction of a field-star image from the pulsar position (marked with x). Left: (MJD-50814) = 4853.250 without
adaptive optics (AO). Right: (MJD-50814) = 2870, with laser guide star AO. Residuals from imperfect subtraction of the point-spread function are visible at the pulsar
position; the “inner knot” is the extended structure to the southeast.

of the pulsar at position angle 118◦ east from north (Hester
2008). This structure, an oval shape extending ≈0.′′75, is well
measured in HST and ground-based near-IR images. Given its
relatively red spectrum (energy spectral index αν = −1.3 ± 0.1
versus αν = 0.27 ± 0.03 for the pulsar; Sandberg & Sollerman
2009), it is one of the near-IR brightest structures in the Nebula.
Sandberg & Sollerman (2009) note that the knot varies by a
factor of two; we confirm typical variability of 20%–30% in
archival HST images. Komissarov & Lyutikov (2011) have pro-
posed that this structure represents radiation from an oblique
termination shock in the pulsar wind nebula. In this picture,
the Earth line-of-sight is tangent to the flow at the inner knot
position, and thus the intensity experiences substantial Doppler
boosting for synchrotron emission in the mildly relativistic post-
shock flow. Indeed, in relativistic MHD simulations they find
that this bright spot is highly variable and can dominate the
γ -ray synchrotron emission. Alternatively, the knot could be a
time varying standing shock in the polar jet flow itself, a flow
known to be highly variable from HST imaging (Hester et al.
1995, 2002; Hester 2008).

It is thus of interest to check the status of the knot during the
2011 April γ -ray flare. Unlike the sequence of multiwavelength
observations performed after the 2010 September flare, it was
impossible to trigger an allocated HST Target of Opportunity
observation owing to solar constraints in April. We were able
to obtain a Keck Near Infrared Camera (NIRC2) K ′ exposure
(Figure 7, left image) on MJD 55667.250, almost precisely at the
peak of the γ -ray flux and 2.5 hr before the ACIS image ObsID
13152 (Figure 1). Unfortunately, the observations occurred
during twilight and only one 20 × 4 s integration without
dithering was obtained. Under these conditions the adaptive
optics (AO) loop did not close, leaving an undithered image with
native 0.′′46 FWHM seeing. This frame was dark subtracted and
an approximate background was removed using an immediately
subsequent image. Despite the modest image quality, the inner
knot was well detected. After subtracting the pulsar with a scaled
image of the comparably bright companion star 4′′ northeast,
we measured the knot flux and position. We find a magnitude
K ′ = 15.60 ± 0.03 and an offset 0.′′64 ± 0.′′04 from the pulsar.
For comparison, we measured a high-quality NIRC2 K ′ image
(Figure 7, right image) obtained 2005 November 10. Here the

Figure 8. Spectral energy distribution (SED) of archival data (purple, orange,
cyan, light green, turquoise, light blue) compiled by Meyer et al. (2010). Power
is scaled from flux assuming isotropic emission at 2 kpc. The Fermi-LAT data
for the 2011 April flare component appear in dark blue (Buehler et al. 2012).
The solid black and red curves are fits to the flare spectrum with a power-law
extrapolation to lower energies of photon index Γ = 1.27 ± 0.12 (spectrum
7 in Buehler et al. 2012). The three downward blue arrows at log10 ν = 17.4
mark 99%-confidence upper limits to a variable X-ray component, in increasing
ELE = νLν for Γx = (2/3), 1, and 2, respectively. (NB: values for ELE

from Table 2 are multiplied by 2
√

2 to scale from a standard deviation to a
peak-to-valley, for comparison with the plotted SED of the γ -ray flare.) The
red downward arrow at log10 ν = 14.1 indicates an upper limit to infrared
variability of the inner knot, determined from the difference between the two
Keck images. Finally, the black downward arrow at log10 ν = 9.7 gives an upper
limit to 5 GHz radio variability, based upon the April 15 VLA measurement.

knot is K ′ = 15.94 ± 0.02 at offset 0.′′58 ± 0.′′02. We also note
that Sandberg & Sollerman (2009) measured Ks = 15.80 ± 0.03
on 2003 October 18. We conclude that the knot was in a relatively
bright state during the flare (≈35% brighter than in 2005), but
well within the normal range of flux (and position) variation.
Thus, there is no dramatic change in the inner knot in the near-
IR band. We use the amplitude of the measured variation as an
upper limit to any variation in the inner knot associated with the
γ -ray flare (Figure 8).
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components, similar to Abdo et al. (2011). The flare component is
modeled by a PL with free normalization and photon index
parameters, while the steady synchrotron and IC components are
fixed to the baseline values. We define “small flares” as those
whose TS for the flare component exceeds 29. This choice
corresponds to a significance of ∼5σ with 2 degrees of freedom
(pre-trial) or ∼3.7σ considering trials for the 525 LC bins. There
is not a unique method to define “a Crab flare” since the Crab
PWN emission is variable on all observed timescales (Buehler
et al. 2012). The criterion using TS is affected by differences of
exposures among individual time bins and might overlook a high
flux state if the exposure is rather short at that bin. On the other
hand, we can probe significances of the variation even on a small-
flux scale with the TS value. The times (MJD) of the centers of
the peak 5 day LC bins and the TS of detected “small flares” are
summarized in Table 2. These center times of small flares are also
shown in Figure 2 as blue lines. All “reported flares” listed in
Table 1 satisfy the criterion of TS > 29.

In order to analyze detailed structures of “small flares” and
“reported flares” we made 1.5 day binned LCs for one month
for the small flares 1–5 and 7, and 50 days for small flare 6,
centered at the small-flare times listed in Table 2 and over the
durations of “reported flares” listed in Table 1. The 1.5 day
time bin was chosen rather than a 1 day bin to retain significant
detections of synchrotron PWN emission even at the baseline
state while still allowing the resolution of flare structure. In the
same manner as the 5 day binned LC in Figure 2, the Crab
PWN is modeled by Equation (2) and GN ,0,SYN 0,SYN, with the
normalization of the isotropic diffuse emission set free.
Figure 3 represents the 1.5 day binned LCs in the energy
range 100MeV–500 GeV during “small-flare” and “reported-
flare” periods. The LCs are fitted by the following function to
characterize the time profiles of both “small flares” and
“reported flares”:

( ) ( )( ) ( )å= +
+t t- - - -

F t F
F

e e
, 4

i

N

t t t tb
i,0

ii,0 i,rise ,0 i,decay

where N is the number of flares in each flare window, Fb is an
assumed constant level underlying a flare, Fi,0 is the amplitude
of a flare, ti,0 describes approximately a peak time (it
corresponds to the actual maximum only for symmetric flares),
while ti,rise and ti,decay describe the characteristic rise and decay
times. Note that Fb does not represents the global baseline
level, Fe,SYN, but a local synchrotron level, which reflects the
variability of the synchrotron component (see Figure 2). The
time of the maximum of a flare (tpeak) can be described using
parameters in Equation (4) as

⎛
⎝⎜

⎞
⎠⎟ ( )t t

t t
t
t
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+

t t ln . 5peak 0
rise decay

rise decay

decay

rise

This formula is often used to characterize flare activities of
blazars (e.g., Hayashida et al. 2015). We applied the Bayesian
Block (BB) algorithm (Scargle et al. 2013) to the 1.5 day

Figure 2. Five day gamma-ray LC (100 MeV–500 GeV integral photon flux) of the Crab synchrotron component from 2008 August to 2015 November. The green
lines show the times of the reported flares listed in Table 1. The center times of the small flares from this work are indicated with blue lines, as listed in Table 2.

Table 2
Detected “Small Flares” in the Five Day Binned LC

Name Bin midpoint (MJD) TS (significancea)

small flare 1 54779 32.6 (4.1σ)
small flare 2b 54984 32.4 (4.1σ)
small flare 3 55299 34.4 (4.3σ)
small flare 4c 55994 37.3 (4.6σ)
small flare 5 56174 78.2 (7.8σ)
small flare 6 (a),
(b), (c)

56409, 56419,
56429

59.4, 30.2, 30.9 (6.5σ,
3.8σ, 3.9σ)

small flare 7
(a), (b)d

56724, 56734 93.4, 66.0 (8.7σ, 7.1σ)

Notes.
a Corresponding significance with 2 degrees of freedom with 525 trials.
b Indicated as the minor flare in Striani et al. (2013).
c Indicated as the “wave” in Striani et al. (2013).
d ATel #5971 (Gasparrini & Buehler 2014).
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Figure 3. 1.5 day binned gamma-ray LC (100 MeV–500 GeV) of the Crab synchrotron component during each “small flare” and “reported flare.” The vertical error
bars in data points represent 1σ statistical errors. The down arrows indicate 95% confidence level upper limits. The dashed blue lines and red solid lines represent the
best-fitted time profiles defined by Equation (4) and the BBs, respectively.
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FLARES IN TIME

varying the normalization and cutoff energy to account for their
difference. Then, the same as for flare #16, we make light
curves with a bin width of 4hr for each flare identified in
Section 3, and use the Bayesian block method to determine
time windows, as shown in Figure 4. Using the module
Composite2 in the Fermitools, we fit the normalization and the
cutoff energy of flare component for each time window,
spectral index for the flare component and parameters for the
steady background component simultaneously. This composite
likelihood analysis gives an integrated flux of the steady
background component ( )F =  ´ -8.22 1.14 10100

7

cm−2s−1 above 100MeV, a spectral index
G = 3.80 0.15b , and a spectral index of the flare component
G = 1.39 0.08f . As expected, these parameters, derived by
combining all identified flares, are consistent with those derived
from analysis for an individual flare, and this may indicate all
flares would share the same emission mechanism.

We plot, in Figure 8, the fitting results of the cutoff energies
and the energy flux, with =E 0.1 MeVmin , of the flare
component for all time windows associated with identified
flares, excluding those with TS<25 and those with
Ecut<100MeV, which may be not so reliable considering
our data are all above 100MeV. Using a PL function

a= bF Ecut to fit the results gives b = 1.57 0.33, with a
reduced χ2 of about 3.03 for a number of degrees of freedom
(dof) 37. Motivated by possibly different β for flare #3 and
flare #16, we use a broken PL, ( )a= bF E Ecut break 1 for

<E Ecut break and ( )a= bF E Ecut break 2 for >E Ecut break, to fit
the relationship between the cutoff energy and energy flux.
This would give a better fit, compared with the PL function,
with a reduced χ2 of about 1.88 for a number of dof 35. And
this would give a break energy, 215.50±19.00MeV, the
index b = - 4.16 1.321 , and the index b = 2.56 0.612 .
And there is a marginal consistency, between b1 and β derived
for flare #16, and between b2 and β derived for flare #3.
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To further investigate the possible effect by the width of the
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to 4 days. And we get the integrated flux of the steady
background component ( )F =  ´ -6.55 3.34 10100

7

cm−2s−1 above 100MeV, a spectral index
G = 3.55 0.25b , and a spectral index of the flare component
G = 1.52 0.22f , which are all consistent with those derived
previously. A PL function and a broken PL are used to fit the
relationship between the cutoff energy and the energy flux of
each time bin, as shown in Figure 9, and still a broken PL, with
one index negative and another index positive, is weakly
preferred.

6. Discussion

In the 11 years of the observational data, we identify 17
significant flares, which corresponds to a flare rate of ∼1.5
yr−1. It would be interesting to explore the potential long-term
change of the flare rate, and to search for possible clustering of
the flares (Yuan & Wang 2016). We calculate the cumulative
number of flares as a function of time. The nearly linear
increase of the number with time, as shown in the top panel of
Figure 10, suggests that the flare rate is approximately constant
during the observations. The Kolmogorov–Smirnov (KS) test
of the data versus the constant expectation gives a probability
of =P 0.633KS . We also calculate the cumulative distribution
of the waiting time between successive flares, as given in the
bottom panel of Figure 10. Compared with the null hypothesis
in which flares occur randomly with an exponential distribution
of the waiting time, ( ) ( )D µ -D DdN d t t texp with Dt
being the mean waiting time from the 17 detected flares, the
occur rate of flares is consistent with a stationary Poisson
process with a constant rate. The current data do not show any
significant clustering of the flare rate.
Our work shows that not just the individual flare, but all

flares together, could be decomposed into a steady background
component and a varying flare component. And as summarized
in Table 1, the flux and the index Gb of the background
component, and the index Γf of the flare component are
consistent for all cases. This may be a strong indication that all
flares would share the same emission mechanism. But for the
relationship between the cutoff energy and the energy flux,
there is a break between 200 and 300MeV. As hinted by colors
for different flares in Figure 8, there may be two groups of
flares, one, such as flare #3, with large cutoff energies and a
positive index for a PL function, and the other, such as flare

Figure 8. The energy flux vs. the cutoff energy of the flare component for all
identified flares together. Different colors are used to indicate points associated
with different flares. 0.1 MeV is used as the minimum energy to get those
energy fluxes. A PL function and a broken PL are fitted, and are shown in blue
and red line.

Figure 9. Same as Figure 8, but the time bin is fixed to 4days for all flares.
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Figure 1. Light curves of synchrotron emission at 5 keV (dot-
dash line), 500 MeV (dashed line), 1 GeV (dotted line) and 2
GeV (short-dash line) as a response to an imposed fluctuation
with magnetic field B(t) (solid line) simulated in Model I. The
light curves are normalized to maximal intensity. The background
magnetic field in the emission region was modeled as a stochastic
gaussian field of 〈B2(0)〉1/2 = 0.2 mG. The imposed fluctuation
B(t) (solid line) is localized in a stripe of a 0.01∆0 thickness
(# rf ). The maximum of B(t) = 1 mG is at ct/∆0 = 0.6. The
spatial scale ∆0 ≈ 2× 1016 cm for the photon energy E ≈ 1 GeV
provides the photon variability timescale of about 105 s in the
GeV regime.

In this work we consider the case when the formation
length, rf = me c

2/e 〈B2〉1/2, of incoherent synchrotron ra-
diation is much smaller than the typical synchrotron cool-
ing and acceleration lengths, while the typical wavelength
λ of the fluctuating magnetic field is larger than rf . In this
case Ėsyn(γm), Ėacc(γm), and Ec are determined by the same
r.m.s. value of the fluctuating magnetic field, and the bulk of
the relativistic electron distribution may vary on scales that
are much larger than the gyration radius rg = γrf . Since
the synchrotron emissivity of a power-law electron distribu-
tion with spectral index p is proportional to B(p+1)/2, the
local emissivity sharply grows with B for large p values. This
means that the synchrotron radiation in the cut-off regime
(which corresponds to large effective p values) is governed
by high statistical moments of the stochastic magnetic field
distribution, and it is intermittent. The intermittency ef-
fect implies that rare strong peaks of the magnetic field dis-
tribution dominate the synchrotron emission (Bykov et al.
2008, 2009). It is particularly important in the synchrotron
cut-off regime, when the typical size of the distribution of
radiating electrons (the synchrotron cooling length) can be
comparable with the correlation length of strong magnetic
field fluctuations. For instance, this is expected to be the
case in supernova shells, where magnetic fluctuations are
produced by instabilities of anisotropic distributions at the
maximal energy of particles accelerated in the source (see,
e.g., Bykov et al. 2011, and references therein).

Since the source emission in the cut-off regime is domi-

Figure 2. Normalized spectra of synchrotron radiation at two
different time moments ct/∆0 = 0.2 (solid line) and 0.6 (dashed
line), which model the quiescent and flare spectra, respectively
(see Fig. 1). The dotted curve shows the contribution of the vari-
able magnetic field. The power emitted in the GeV flare is about
2×1036 erg s−1, for the Crab parameters.

nated by just a single (or a few strongest) concentration(s)
of the stochastic magnetic field, the light curve of the source
in this regime reflects the lifetime of the magnetic concentra-
tions rather than the electron acceleration/losses timescales.
Fast temporal variations will appear even for a quasi-steady
electron distribution. The light curve and the spectral be-
haviour in the synchrotron cut-off regime are determined by
statistical characteristics of the magnetic field, which can be
described by the probability distribution function (PDF) of
magnetic fluctuations, P (B).

It is worthwhile to note that intermittent magnetic
fields can be found in quite different circumstances. For in-
stance, non-Gaussian distributions of fluctuations, exhibit-
ing gradual tails at large field amplitudes, have been found
in the Earth magnetotail after the current disruption asso-
ciated with magnetospheric substorms observed by Geotail

and Cluster satellites. The energy injection during the sub-
storms feeds an energy cascade to small-scale fluctuations
with the corresponding increase of intermittency (see, e.g.,
Zimbardo et al. 2010, for a recent review of magnetospheric
observations).

In this Letter we show that the model of synchrotron
emission in fluctuating magnetic fields, with account for the
intermittency in the spectral cut-off regime, can explain the
nature of the γ-ray flares observed in the Crab. We demon-
strate the effect of intermittency on the GeV regime emission
using two models. In first model, we simulate the spectra of
accelerated electrons and positrons in a simple kinetic model
of diffusive Fermi acceleration in the termination shock of
striped wind with account for synchrotron losses. Then we
construct the GeV regime flare light curve and spectra by in-
tegrating the synchrotron emissivity of spatially inhomoge-
neous particle distribution in the shock downstream with im-
posed magnetic field variation. Second model demonstrates
the effect of the magnetic field PDF shape on the syn-

c© RAS, MNRAS 000, 1–??
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Figure 2. Snapshots of the plasma density at tω0 = 0 (top left), 132 (top right), 265 (bottom left), and 353 (bottom right) of the 2D simulation 2DXY0 in the xy-plane
(with no guide field, α = 0). Magnetic field lines are represented by solid white lines. In this simulation, the development of the tearing instability forms multiple
plasmoids separated by X-points which facilitates fast magnetic reconnection. Reconnection dissipates about 70% of the magnetic energy in the form of energetic
particles and radiation (see Figures 6 and 7).
(A color version of this figure is available in the online journal.)

γTIω
−1
0 ≈ 0.045 for α = 0 to γTIω

−1
0 ≈ 0.025 for α = 1. For

α ! 0.5, the tearing instability dominates over the kink.

3.3. Particle and Photon Spectra

The critical quantities of interest here are the particle energy
distributions, γ 2dN/dγ , and the instantaneous optically thin
synchrotron radiation spectral energy distribution (SED) emitted
by the particles, νFν ≡ E2dNph/dtdE, where E is the photon
energy. Figure 6 shows the time evolution of the total particle
spectra at different times with no guide field in the xy-plane
(top panel) and in the yz-plane (bottom panel). In the early stage
(tω0 " 132), both simulations are subject to pure synchrotron
cooling (i.e., with no acceleration or heating) of the plasma
that results in a decrease of the typical Lorentz factor of the
particles from γ /γrad ≈ 0.3 at tω0 = 0 to γ /γrad ≈ 0.08 at
tω0 = 132. The decrease of the mean particle energy within the
layer explains the shrinking of the layer thickness described in
Section 3.1.

At tω0 ! 132, the instabilities trigger magnetic dissipation
and particles are energized, but the particle spectra differ

significantly in both cases. In run 2DXY0, where the tearing
instability drives reconnection, the particle spectrum extends
to higher and higher energy with time until the end of the
simulation, where the maximum energy reaches γmax/γrad ≈
2.5, i.e., well above the nominal radiation reaction limit. The
spectrum above γ /γrad = 0.1 cannot be simply modeled with
a single power law, but it is well contained between two steep
power laws of index −2 and −3. We know from our previous
study that the high-energy particles are accelerated via the
reconnection electric field at X-points and follow relativistic
Speiser orbits (Cerutti et al. 2013). The maximum energy is
then given by the electric potential drop along the z-direction
(neglecting radiative losses), i.e.,

γmax ∼ eEzLx

mec2
= eβrecB0Lx

mec2
≈ 3γrad, (6)

for a dimensionless reconnection rate βrec ≈ 0.2. Particles above
the radiation reaction limit (γ > γrad) account for about 5% of
the total energy of the plasma at tω0 = 318 (Figure 7, top panel),
and are responsible for the emission of synchrotron radiation
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Figure 7. Particle energy distribution normalized to the total number of particles
(γ 2(1/N)dN/dγ , top) and synchrotron radiation spectral energy distribution
normalized by the total (frequency-integrated) photon flux ((1/F )νFν , bottom)
of the 2D simulations in the xy-plane at tω0 = 318, averaged over all directions.
The spectra are obtained for α = 0, 0.25, 0.5, 0.75 and 1. The particle Lorentz
factor in the top panel is normalized to the nominal radiation reaction limit
γrad ≈ 1.3 × 109. In the bottom panel, the blue dashed line is a power-law fit of
index ≈ −0.42 of the α = 0 SED between E = 20 MeV and E = 350 MeV.
(A color version of this figure is available in the online journal.)

4.1. Plasma Time Evolution

Figure 9 (left panels) shows the time evolution of the plasma
density8 in the zero-guide field simulation at tω0 = 0, 173, 211
and 269. The initial stage where the layer remains apparently
static lasts for about tω0 = 144, i.e., half of the whole simulation
time. At tω0 ! 144, overdensities appear in the layers in the
form of 7–8 tubes (flux ropes) elongated along the z-direction.
These structures are generated by the tearing instability and
are the 3D generalization of the magnetic islands observed in
2D reconnection. As the simulation proceeds into the nonlinear
regime, the flux ropes merge with each other creating bigger
ones, as magnetic islands do in 2D reconnection. However, in
3D this process does not happen at the same time everywhere

8 Movies are available at this Web site:
http://benoit.cerutti.free.fr/movies/Reconnection_Crab3D/.

Figure 8. Same as in Figure 7, but for the 2D simulations in the yz-plane.
(A color version of this figure is available in the online journal.)

along the z-direction, which results in the formation of a
network of interconnected flux ropes at intermediate times
(173 " tω0 " 211).

In parallel to this process, the kink instability deforms the two
layers along the z-direction in the form of sine-like translation
of the layers’ mid-planes in the ±y-directions. During the most
active period of reconnection (tω0 ! 173), the kink instability
takes over and eventually destroys the flux ropes formed by
the tearing modes (see left bottom panel in Figure 9). Only
a few coherent structures survive at the end of the simulation
(tω0 = 269). In particular the reconnection electric field, which
is strongest along the X-lines between two flux ropes, loses its
initial coherence. This results in efficient particle heating but
poor particle acceleration (see below, Section 4.3). At the end
of this run about 52% of the total magnetic energy is dissipated,
although the simulation does not reach the fully saturated state.

The right panels in Figure 9 shows the time evolution of the
plasma density for α = 0.5 guide field. One sees immediately
that the guide field effectively suppresses the kink deformations
of the layers in the ±y-directions, as expected from the 2D
simulations in the yz-plane (See Section 3) and from Zenitani
& Hoshino (2008). In contrast, the tearing instability seems
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Figure 3. Shown are Doppler boosted single-particle synchrotron SEDs
(dotted lines) for δ = 1 and 3. The normalization of the intrinsic SED and
the critical frequency values are fixed so that the δ = 3 SED displays the
maximum reported εFε value and correct peak energy during the 2011 April
flare: (εFε )max ∼ 4 × 10−9 ergs cm−2 s−1 and εpeak = 375 MeV (Buehler
et al. 2012). The average nebula SED (thick line) reported in Buehler et al.
(2012) is summed with the flare SEDs to produce a combined SED shown
by the dashed line. Note that the difference between δ = 1 and 3 SEDs is
enough to render the former nearly unobservable compared to the average
nebula emission.

where FX is the integrated X-ray flux and NX is the total photon flux.
These values are much smaller than the spatially integrated Crab
nebula X-ray energy flux of ∼10−7 ergs cm−2 s−1 and the photon
flux of ∼100 cm−2 s−1 (Kirsch et al. 2005). Even the photon flux
of the Crab nebula in a Chandra resolution element of ∼1 arcsec2,
which is ∼10−2 cm−2 s−1, is well above the photon flux we predict
in the X-ray band. If the flare emission were from a p = 1 power-law
electron distribution, then the estimates in equation (12) would in-
crease by a factor of (γ rad/γ min)2/3, assuming that the lowest energy
range of the SED goes as Fε ∝ ε1/3. Such a power law could extend
down to γ min ∼ 10−5γ rad before the flare was comparable to the
Crab nebula flux in one Chandra resolution element. Hence, with a
γ min as low as ∼104, it is possible to explain the non-detection of
the flaring events by X-ray telescopes.

Our above discussion of the flaring SEDs has two implications:
(i) for hard electron distributions, the MHD radiation reaction limit
can lead to the formation of a pile-up electron distribution that is
effectively mono-energetic and (ii) significant emission beyond this
limit implies that the emitting region is moving along the line of
sight at relativistic speeds. Observations of the 2011 April flare sug-
gest that, regarding (ii), a lower limit on the Doppler factor of δ !
a few is required. As for (i), the observed SED suggests a pile-up
distribution that is not yet effectively mono-energetic. Interestingly,
as Buehler et al. (2012) point out and we confirm, their data are not
consistent with typical shock acceleration models, which usually
produce p ≥ 2 (e.g. Kirk et al. 2000). Instead, we suggest that their
observations are consistent with harder distributions (p " 1) found
in many magnetic reconnection models3 (Romanova & Lovelace
1992; Zenitani & Hoshino 2001, 2007). Notably, some reconnec-
tion models even predict a p = 1 electron distribution (Larrabee,
Lovelace & Romanova 2003; O’C. Drury 2012). Thus, the 2011
April flare SEDs may be consistent with emitting particles acceler-

3 Note that de Gouveia dal Pino & Lazarian (2005) construct a reconnection
model that produces p = 2–2.5 power-law indices, though O’C. Drury (2012)
argues against their analysis.

ated in a reconnection region that are undergoing bulk relativistic
motion with a Doppler factor of a few or more.

5 A M I N I J E T STAT I S T I C A L M O D E L

To illustrate how reconnection minijets relate to the high-energy
nebula flux and variability, we construct a toy model (see Fig. 4) that
produces statistical predictions about the high-energy nebula light
curve. We postulate that reconnection minijets are random indepen-
dent events in the nebula with an associated average reconnection
event rate, nr, and are therefore described by Poisson statistics. A
significant simplifying assumption we make is in presuming that
the probability density functions (PDFs) for the intrinsic reconnec-
tion emission region time-scale, τ ′, unbeamed intrinsic flux, f ′, and
Lorentz factor, %, are narrow enough to be treated as Dirac delta
probability densities. Thus, because τ ′, f ′ and % are constants, the
statistics of the random variables τ (observed time-scale) and f (ob-
served flux) are determined by the minijet Doppler factor, δ, which
itself is a random variable. Another significant simplifying assump-
tion we make is that the reconnection outflows have an isotropic
angular distribution.

The following discussion is divided into two sections. Section 5.1
covers the statistics of individual minijets and Section 5.2 develops
time-series statistics relevant to the nebula light curve as a whole.

5.1 Individual minijet statistics

Define a spherical coordinate system (r, φ, θ ) with the z-axis (θ = 0)
pointing along the line of sight so that the viewing angle, θ , of any
given jet is equal to the coordinate θ associated with its trajectory.
Thus, the PDF ρ(δ) is a function of the random variable θ alone.
Assuming that the minijet angular distribution is isotropic so that
ρ(δ(θ )) dδ = d(cos θ ), then from the definition of the Doppler factor,

d(cos θ ) = 1
β

d
(

1 − 1
%δ

)
= 1

β%δ2
dδ. (13)

Therefore, the Doppler factor PDF is

ρ(δ) dδ = 1
β%δ2

dδ, (14)

Figure 4. Cartoon schematic of reconnection sites in the nebula as viewed
from above the toroidal plane (defined by the pulsar spin axis). As shown in
the upper-right corner box, each reconnection site consists of plasma inflows
into the reconnecting region and twin relativistic outflows (‘minijets’) with
some Lorentz factor % of the order of a few. Also shown in the schematic is a
minijet directed towards the observer, which causes a flare since its emission
is more highly beamed as compared to its off-axis counterparts.
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Figure 6. Ten-year simulated Crab nebula light curve. The ‘2011 April
type flares’ represent flares with increases of ∼ 30 over the nebula average
as found in Buehler et al. (2012). ‘2010 September’ flares represent flux
increases by ∼5 similar to the Crab 2010 September flare (Abdo et al. 2011;
Tavani et al. 2011). The time-scale assumes that the shortest flare durations
are 4 d, thus τ ′ ≈ 2" × 4 d, so if " = 3, then τ ′ = 24 d. The simulated
light curve was binned into 4 d intervals. For an easy comparison to data, we
add a steady component of > 100 MeV flux Fconst = 6 × 10−7 s−1cm−2,
consistent with the Crab nebula average flux as measured by Fermi/LAT
(Abdo et al. 2011). The model parameters are (δmin, δmax, q, nr, τ

′,", f ′) =
(0.56, 5.83, 4, 0.1875 d−1, 24 d, 3, 0.15 × 10−7s−1cm−2), with a corre-
sponding flare overlap number of λ = 1.25.

and approximately one flare per year is observed with a viewing
angle of ! "−1, then nr ∼ 4"2 yr−1. For the 2010 September flare
parameters, this implies that the minijet power expended is

Pr = nrEr = 4.0 × 1035L36.6t5.5nff
−1
1 erg s−1, (27)

which is much less than the Crab pulsar’s spin-down power, Pspin ≈
5 × 1038 erg s−1.

In applying our statistical minijet model to the Crab nebula, its
simplifying assumptions that (a) the minijets’ intrinsic parameters
are the same and that (b) the minijet directions are isotropically
distributed are both open to criticism. Assumption (a) is challenged
by the most luminous flare being longer in duration (∼9 d) than
the 2010 September flare (∼4 d), since both assumption (a) and the
Doppler transformations indicate that the 2011 April flare should
be shorter. However, more flare observations are necessary before
any firm conclusions are made regarding a correlation (or lack
thereof) between observed flare luminosity and duration. Regard-
ing assumption (b), the clear toroidal morphology of the Crab nebula
(e.g. Weisskopf et al. 2000), consistent with pulsar models with a
toroidal outflow containing a toroidally dominated magnetic field
and a large-scale current sheet, combines to make the assumption
of an isotropic angular distribution of minijets questionable. In the
PWN split monopole model or the striped wind one (Coroniti 1990;
Bogovalov 1999), reconnection in the implied current sheets would
only produce minijets in the plane of the torus, rendering them un-
observable since the pulsar spin axis is at an angle of ∼60◦ to our
line of sight (Weisskopf et al. 2000). For this reason, we have as-
sumed that the minijets are produced in a turbulent isotropic region
of the nebula. Nonetheless, the large-scale anisotropic morphology
and structure of the magnetic field suggest that future work on this
model should take into account at least some degree of anisotropy.

6 C O N C L U S I O N S

We have constructed a statistical model of Crab nebula high-energy
variability by assuming that magnetic reconnection sites throughout

the nebula are activated randomly, and once activated, display emis-
sion characteristics controlled by the reconnection outflow Doppler
factor. At each site, a magnetically dominated reconnection region
launches twin relativistic outflows along a randomly aligned axis.
GeV flares are observed when, by chance, a relativistic outflow
is aligned with the line of sight and is thus Doppler-boosted. The
observed flares’ unusually short durations and high luminosities
suggest that the emitting plasma is indeed moving towards Earth at
relativistic speeds.

The flares’ SEDs contain information about the particle acceler-
ation process that suggests that non-thermal particles are generated
in reconnection regions, rather than shocks, and are undergoing
bulk relativistic motion along the line of sight. Models of recon-
nection particle acceleration tend to create a hard power-law with
an index close to p ∼ 1 (Romanova & Lovelace 1992; Zenitani
& Hoshino 2001, 2007; Larrabee et al. 2003; O’C. Drury 2012).
We have shown that such distributions can easily form a pile-up
near the radiation reaction limit implied by MHD, effectively be-
coming mono-energetic. The April 2011 flare SEDs (Buehler et al.
2012) are inconsistent with shock acceleration and are instead con-
sistent with a hard electron distribution that may contain a not yet
effectively mono-energetic pile-up. Furthermore, because the ob-
served location of the SED peak is above that predicted by the
synchrotron radiation reaction limit, the 2011 April flare’s emitting
region Doppler factor is " a few.

The predictions of our statistical minijet model can be summa-
rized as follows.

(i) When minijets do not temporally overlap one another, the
PDF for the nebula’s high-energy flux during a flare, Fflare, is

ρ(Fflare) ∼ const (Fflare − 〈Fneb〉)−1 . (28)

(ii) The first three moments of the light curve may be compared
with our theoretically calculated moments in equations (19), and
any higher degree theoretical moments may be easily calculated
using the method described in Appendix A.

(iii) The light-curve power spectrum (equation 25) is constant
(‘white noise’) for ν ) ("τ ′)−1 and goes as P(ν) ∝ ν−2 for
ν + "/τ .

Unlike the standard model for Crab nebula non-thermal emission,
which involves particle acceleration at the pulsar wind termination
shock (Kennel & Coroniti 1984), we have suggested here that mag-
netic reconnection may play an important or even dominant role.
Further research will involve investigating whether reconnection
can explain both the steady nebula emission and the flaring, which
would preclude the need for shock emission altogether in the neb-
ula. Our statistical model may also apply for AGNs that exhibit
several minute TeV variability.
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Figure 3. Shown are Doppler boosted single-particle synchrotron SEDs
(dotted lines) for δ = 1 and 3. The normalization of the intrinsic SED and
the critical frequency values are fixed so that the δ = 3 SED displays the
maximum reported εFε value and correct peak energy during the 2011 April
flare: (εFε )max ∼ 4 × 10−9 ergs cm−2 s−1 and εpeak = 375 MeV (Buehler
et al. 2012). The average nebula SED (thick line) reported in Buehler et al.
(2012) is summed with the flare SEDs to produce a combined SED shown
by the dashed line. Note that the difference between δ = 1 and 3 SEDs is
enough to render the former nearly unobservable compared to the average
nebula emission.

where FX is the integrated X-ray flux and NX is the total photon flux.
These values are much smaller than the spatially integrated Crab
nebula X-ray energy flux of ∼10−7 ergs cm−2 s−1 and the photon
flux of ∼100 cm−2 s−1 (Kirsch et al. 2005). Even the photon flux
of the Crab nebula in a Chandra resolution element of ∼1 arcsec2,
which is ∼10−2 cm−2 s−1, is well above the photon flux we predict
in the X-ray band. If the flare emission were from a p = 1 power-law
electron distribution, then the estimates in equation (12) would in-
crease by a factor of (γ rad/γ min)2/3, assuming that the lowest energy
range of the SED goes as Fε ∝ ε1/3. Such a power law could extend
down to γ min ∼ 10−5γ rad before the flare was comparable to the
Crab nebula flux in one Chandra resolution element. Hence, with a
γ min as low as ∼104, it is possible to explain the non-detection of
the flaring events by X-ray telescopes.

Our above discussion of the flaring SEDs has two implications:
(i) for hard electron distributions, the MHD radiation reaction limit
can lead to the formation of a pile-up electron distribution that is
effectively mono-energetic and (ii) significant emission beyond this
limit implies that the emitting region is moving along the line of
sight at relativistic speeds. Observations of the 2011 April flare sug-
gest that, regarding (ii), a lower limit on the Doppler factor of δ !
a few is required. As for (i), the observed SED suggests a pile-up
distribution that is not yet effectively mono-energetic. Interestingly,
as Buehler et al. (2012) point out and we confirm, their data are not
consistent with typical shock acceleration models, which usually
produce p ≥ 2 (e.g. Kirk et al. 2000). Instead, we suggest that their
observations are consistent with harder distributions (p " 1) found
in many magnetic reconnection models3 (Romanova & Lovelace
1992; Zenitani & Hoshino 2001, 2007). Notably, some reconnec-
tion models even predict a p = 1 electron distribution (Larrabee,
Lovelace & Romanova 2003; O’C. Drury 2012). Thus, the 2011
April flare SEDs may be consistent with emitting particles acceler-

3 Note that de Gouveia dal Pino & Lazarian (2005) construct a reconnection
model that produces p = 2–2.5 power-law indices, though O’C. Drury (2012)
argues against their analysis.

ated in a reconnection region that are undergoing bulk relativistic
motion with a Doppler factor of a few or more.

5 A M I N I J E T STAT I S T I C A L M O D E L

To illustrate how reconnection minijets relate to the high-energy
nebula flux and variability, we construct a toy model (see Fig. 4) that
produces statistical predictions about the high-energy nebula light
curve. We postulate that reconnection minijets are random indepen-
dent events in the nebula with an associated average reconnection
event rate, nr, and are therefore described by Poisson statistics. A
significant simplifying assumption we make is in presuming that
the probability density functions (PDFs) for the intrinsic reconnec-
tion emission region time-scale, τ ′, unbeamed intrinsic flux, f ′, and
Lorentz factor, %, are narrow enough to be treated as Dirac delta
probability densities. Thus, because τ ′, f ′ and % are constants, the
statistics of the random variables τ (observed time-scale) and f (ob-
served flux) are determined by the minijet Doppler factor, δ, which
itself is a random variable. Another significant simplifying assump-
tion we make is that the reconnection outflows have an isotropic
angular distribution.

The following discussion is divided into two sections. Section 5.1
covers the statistics of individual minijets and Section 5.2 develops
time-series statistics relevant to the nebula light curve as a whole.

5.1 Individual minijet statistics

Define a spherical coordinate system (r, φ, θ ) with the z-axis (θ = 0)
pointing along the line of sight so that the viewing angle, θ , of any
given jet is equal to the coordinate θ associated with its trajectory.
Thus, the PDF ρ(δ) is a function of the random variable θ alone.
Assuming that the minijet angular distribution is isotropic so that
ρ(δ(θ )) dδ = d(cos θ ), then from the definition of the Doppler factor,

d(cos θ ) = 1
β

d
(

1 − 1
%δ

)
= 1

β%δ2
dδ. (13)

Therefore, the Doppler factor PDF is

ρ(δ) dδ = 1
β%δ2

dδ, (14)

Figure 4. Cartoon schematic of reconnection sites in the nebula as viewed
from above the toroidal plane (defined by the pulsar spin axis). As shown in
the upper-right corner box, each reconnection site consists of plasma inflows
into the reconnecting region and twin relativistic outflows (‘minijets’) with
some Lorentz factor % of the order of a few. Also shown in the schematic is a
minijet directed towards the observer, which causes a flare since its emission
is more highly beamed as compared to its off-axis counterparts.
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Figure 6. Ten-year simulated Crab nebula light curve. The ‘2011 April
type flares’ represent flares with increases of ∼ 30 over the nebula average
as found in Buehler et al. (2012). ‘2010 September’ flares represent flux
increases by ∼5 similar to the Crab 2010 September flare (Abdo et al. 2011;
Tavani et al. 2011). The time-scale assumes that the shortest flare durations
are 4 d, thus τ ′ ≈ 2" × 4 d, so if " = 3, then τ ′ = 24 d. The simulated
light curve was binned into 4 d intervals. For an easy comparison to data, we
add a steady component of > 100 MeV flux Fconst = 6 × 10−7 s−1cm−2,
consistent with the Crab nebula average flux as measured by Fermi/LAT
(Abdo et al. 2011). The model parameters are (δmin, δmax, q, nr, τ

′,", f ′) =
(0.56, 5.83, 4, 0.1875 d−1, 24 d, 3, 0.15 × 10−7s−1cm−2), with a corre-
sponding flare overlap number of λ = 1.25.

and approximately one flare per year is observed with a viewing
angle of ! "−1, then nr ∼ 4"2 yr−1. For the 2010 September flare
parameters, this implies that the minijet power expended is

Pr = nrEr = 4.0 × 1035L36.6t5.5nff
−1
1 erg s−1, (27)

which is much less than the Crab pulsar’s spin-down power, Pspin ≈
5 × 1038 erg s−1.

In applying our statistical minijet model to the Crab nebula, its
simplifying assumptions that (a) the minijets’ intrinsic parameters
are the same and that (b) the minijet directions are isotropically
distributed are both open to criticism. Assumption (a) is challenged
by the most luminous flare being longer in duration (∼9 d) than
the 2010 September flare (∼4 d), since both assumption (a) and the
Doppler transformations indicate that the 2011 April flare should
be shorter. However, more flare observations are necessary before
any firm conclusions are made regarding a correlation (or lack
thereof) between observed flare luminosity and duration. Regard-
ing assumption (b), the clear toroidal morphology of the Crab nebula
(e.g. Weisskopf et al. 2000), consistent with pulsar models with a
toroidal outflow containing a toroidally dominated magnetic field
and a large-scale current sheet, combines to make the assumption
of an isotropic angular distribution of minijets questionable. In the
PWN split monopole model or the striped wind one (Coroniti 1990;
Bogovalov 1999), reconnection in the implied current sheets would
only produce minijets in the plane of the torus, rendering them un-
observable since the pulsar spin axis is at an angle of ∼60◦ to our
line of sight (Weisskopf et al. 2000). For this reason, we have as-
sumed that the minijets are produced in a turbulent isotropic region
of the nebula. Nonetheless, the large-scale anisotropic morphology
and structure of the magnetic field suggest that future work on this
model should take into account at least some degree of anisotropy.

6 C O N C L U S I O N S

We have constructed a statistical model of Crab nebula high-energy
variability by assuming that magnetic reconnection sites throughout

the nebula are activated randomly, and once activated, display emis-
sion characteristics controlled by the reconnection outflow Doppler
factor. At each site, a magnetically dominated reconnection region
launches twin relativistic outflows along a randomly aligned axis.
GeV flares are observed when, by chance, a relativistic outflow
is aligned with the line of sight and is thus Doppler-boosted. The
observed flares’ unusually short durations and high luminosities
suggest that the emitting plasma is indeed moving towards Earth at
relativistic speeds.

The flares’ SEDs contain information about the particle acceler-
ation process that suggests that non-thermal particles are generated
in reconnection regions, rather than shocks, and are undergoing
bulk relativistic motion along the line of sight. Models of recon-
nection particle acceleration tend to create a hard power-law with
an index close to p ∼ 1 (Romanova & Lovelace 1992; Zenitani
& Hoshino 2001, 2007; Larrabee et al. 2003; O’C. Drury 2012).
We have shown that such distributions can easily form a pile-up
near the radiation reaction limit implied by MHD, effectively be-
coming mono-energetic. The April 2011 flare SEDs (Buehler et al.
2012) are inconsistent with shock acceleration and are instead con-
sistent with a hard electron distribution that may contain a not yet
effectively mono-energetic pile-up. Furthermore, because the ob-
served location of the SED peak is above that predicted by the
synchrotron radiation reaction limit, the 2011 April flare’s emitting
region Doppler factor is " a few.

The predictions of our statistical minijet model can be summa-
rized as follows.

(i) When minijets do not temporally overlap one another, the
PDF for the nebula’s high-energy flux during a flare, Fflare, is

ρ(Fflare) ∼ const (Fflare − 〈Fneb〉)−1 . (28)

(ii) The first three moments of the light curve may be compared
with our theoretically calculated moments in equations (19), and
any higher degree theoretical moments may be easily calculated
using the method described in Appendix A.

(iii) The light-curve power spectrum (equation 25) is constant
(‘white noise’) for ν ) ("τ ′)−1 and goes as P(ν) ∝ ν−2 for
ν + "/τ .

Unlike the standard model for Crab nebula non-thermal emission,
which involves particle acceleration at the pulsar wind termination
shock (Kennel & Coroniti 1984), we have suggested here that mag-
netic reconnection may play an important or even dominant role.
Further research will involve investigating whether reconnection
can explain both the steady nebula emission and the flaring, which
would preclude the need for shock emission altogether in the neb-
ula. Our statistical model may also apply for AGNs that exhibit
several minute TeV variability.
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Figure 3. Shown are Doppler boosted single-particle synchrotron SEDs
(dotted lines) for δ = 1 and 3. The normalization of the intrinsic SED and
the critical frequency values are fixed so that the δ = 3 SED displays the
maximum reported εFε value and correct peak energy during the 2011 April
flare: (εFε )max ∼ 4 × 10−9 ergs cm−2 s−1 and εpeak = 375 MeV (Buehler
et al. 2012). The average nebula SED (thick line) reported in Buehler et al.
(2012) is summed with the flare SEDs to produce a combined SED shown
by the dashed line. Note that the difference between δ = 1 and 3 SEDs is
enough to render the former nearly unobservable compared to the average
nebula emission.

where FX is the integrated X-ray flux and NX is the total photon flux.
These values are much smaller than the spatially integrated Crab
nebula X-ray energy flux of ∼10−7 ergs cm−2 s−1 and the photon
flux of ∼100 cm−2 s−1 (Kirsch et al. 2005). Even the photon flux
of the Crab nebula in a Chandra resolution element of ∼1 arcsec2,
which is ∼10−2 cm−2 s−1, is well above the photon flux we predict
in the X-ray band. If the flare emission were from a p = 1 power-law
electron distribution, then the estimates in equation (12) would in-
crease by a factor of (γ rad/γ min)2/3, assuming that the lowest energy
range of the SED goes as Fε ∝ ε1/3. Such a power law could extend
down to γ min ∼ 10−5γ rad before the flare was comparable to the
Crab nebula flux in one Chandra resolution element. Hence, with a
γ min as low as ∼104, it is possible to explain the non-detection of
the flaring events by X-ray telescopes.

Our above discussion of the flaring SEDs has two implications:
(i) for hard electron distributions, the MHD radiation reaction limit
can lead to the formation of a pile-up electron distribution that is
effectively mono-energetic and (ii) significant emission beyond this
limit implies that the emitting region is moving along the line of
sight at relativistic speeds. Observations of the 2011 April flare sug-
gest that, regarding (ii), a lower limit on the Doppler factor of δ !
a few is required. As for (i), the observed SED suggests a pile-up
distribution that is not yet effectively mono-energetic. Interestingly,
as Buehler et al. (2012) point out and we confirm, their data are not
consistent with typical shock acceleration models, which usually
produce p ≥ 2 (e.g. Kirk et al. 2000). Instead, we suggest that their
observations are consistent with harder distributions (p " 1) found
in many magnetic reconnection models3 (Romanova & Lovelace
1992; Zenitani & Hoshino 2001, 2007). Notably, some reconnec-
tion models even predict a p = 1 electron distribution (Larrabee,
Lovelace & Romanova 2003; O’C. Drury 2012). Thus, the 2011
April flare SEDs may be consistent with emitting particles acceler-

3 Note that de Gouveia dal Pino & Lazarian (2005) construct a reconnection
model that produces p = 2–2.5 power-law indices, though O’C. Drury (2012)
argues against their analysis.

ated in a reconnection region that are undergoing bulk relativistic
motion with a Doppler factor of a few or more.

5 A M I N I J E T STAT I S T I C A L M O D E L

To illustrate how reconnection minijets relate to the high-energy
nebula flux and variability, we construct a toy model (see Fig. 4) that
produces statistical predictions about the high-energy nebula light
curve. We postulate that reconnection minijets are random indepen-
dent events in the nebula with an associated average reconnection
event rate, nr, and are therefore described by Poisson statistics. A
significant simplifying assumption we make is in presuming that
the probability density functions (PDFs) for the intrinsic reconnec-
tion emission region time-scale, τ ′, unbeamed intrinsic flux, f ′, and
Lorentz factor, %, are narrow enough to be treated as Dirac delta
probability densities. Thus, because τ ′, f ′ and % are constants, the
statistics of the random variables τ (observed time-scale) and f (ob-
served flux) are determined by the minijet Doppler factor, δ, which
itself is a random variable. Another significant simplifying assump-
tion we make is that the reconnection outflows have an isotropic
angular distribution.

The following discussion is divided into two sections. Section 5.1
covers the statistics of individual minijets and Section 5.2 develops
time-series statistics relevant to the nebula light curve as a whole.

5.1 Individual minijet statistics

Define a spherical coordinate system (r, φ, θ ) with the z-axis (θ = 0)
pointing along the line of sight so that the viewing angle, θ , of any
given jet is equal to the coordinate θ associated with its trajectory.
Thus, the PDF ρ(δ) is a function of the random variable θ alone.
Assuming that the minijet angular distribution is isotropic so that
ρ(δ(θ )) dδ = d(cos θ ), then from the definition of the Doppler factor,

d(cos θ ) = 1
β

d
(

1 − 1
%δ

)
= 1

β%δ2
dδ. (13)

Therefore, the Doppler factor PDF is

ρ(δ) dδ = 1
β%δ2

dδ, (14)

Figure 4. Cartoon schematic of reconnection sites in the nebula as viewed
from above the toroidal plane (defined by the pulsar spin axis). As shown in
the upper-right corner box, each reconnection site consists of plasma inflows
into the reconnecting region and twin relativistic outflows (‘minijets’) with
some Lorentz factor % of the order of a few. Also shown in the schematic is a
minijet directed towards the observer, which causes a flare since its emission
is more highly beamed as compared to its off-axis counterparts.
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Figure 6. Ten-year simulated Crab nebula light curve. The ‘2011 April
type flares’ represent flares with increases of ∼ 30 over the nebula average
as found in Buehler et al. (2012). ‘2010 September’ flares represent flux
increases by ∼5 similar to the Crab 2010 September flare (Abdo et al. 2011;
Tavani et al. 2011). The time-scale assumes that the shortest flare durations
are 4 d, thus τ ′ ≈ 2" × 4 d, so if " = 3, then τ ′ = 24 d. The simulated
light curve was binned into 4 d intervals. For an easy comparison to data, we
add a steady component of > 100 MeV flux Fconst = 6 × 10−7 s−1cm−2,
consistent with the Crab nebula average flux as measured by Fermi/LAT
(Abdo et al. 2011). The model parameters are (δmin, δmax, q, nr, τ

′,", f ′) =
(0.56, 5.83, 4, 0.1875 d−1, 24 d, 3, 0.15 × 10−7s−1cm−2), with a corre-
sponding flare overlap number of λ = 1.25.

and approximately one flare per year is observed with a viewing
angle of ! "−1, then nr ∼ 4"2 yr−1. For the 2010 September flare
parameters, this implies that the minijet power expended is

Pr = nrEr = 4.0 × 1035L36.6t5.5nff
−1
1 erg s−1, (27)

which is much less than the Crab pulsar’s spin-down power, Pspin ≈
5 × 1038 erg s−1.

In applying our statistical minijet model to the Crab nebula, its
simplifying assumptions that (a) the minijets’ intrinsic parameters
are the same and that (b) the minijet directions are isotropically
distributed are both open to criticism. Assumption (a) is challenged
by the most luminous flare being longer in duration (∼9 d) than
the 2010 September flare (∼4 d), since both assumption (a) and the
Doppler transformations indicate that the 2011 April flare should
be shorter. However, more flare observations are necessary before
any firm conclusions are made regarding a correlation (or lack
thereof) between observed flare luminosity and duration. Regard-
ing assumption (b), the clear toroidal morphology of the Crab nebula
(e.g. Weisskopf et al. 2000), consistent with pulsar models with a
toroidal outflow containing a toroidally dominated magnetic field
and a large-scale current sheet, combines to make the assumption
of an isotropic angular distribution of minijets questionable. In the
PWN split monopole model or the striped wind one (Coroniti 1990;
Bogovalov 1999), reconnection in the implied current sheets would
only produce minijets in the plane of the torus, rendering them un-
observable since the pulsar spin axis is at an angle of ∼60◦ to our
line of sight (Weisskopf et al. 2000). For this reason, we have as-
sumed that the minijets are produced in a turbulent isotropic region
of the nebula. Nonetheless, the large-scale anisotropic morphology
and structure of the magnetic field suggest that future work on this
model should take into account at least some degree of anisotropy.

6 C O N C L U S I O N S

We have constructed a statistical model of Crab nebula high-energy
variability by assuming that magnetic reconnection sites throughout

the nebula are activated randomly, and once activated, display emis-
sion characteristics controlled by the reconnection outflow Doppler
factor. At each site, a magnetically dominated reconnection region
launches twin relativistic outflows along a randomly aligned axis.
GeV flares are observed when, by chance, a relativistic outflow
is aligned with the line of sight and is thus Doppler-boosted. The
observed flares’ unusually short durations and high luminosities
suggest that the emitting plasma is indeed moving towards Earth at
relativistic speeds.

The flares’ SEDs contain information about the particle acceler-
ation process that suggests that non-thermal particles are generated
in reconnection regions, rather than shocks, and are undergoing
bulk relativistic motion along the line of sight. Models of recon-
nection particle acceleration tend to create a hard power-law with
an index close to p ∼ 1 (Romanova & Lovelace 1992; Zenitani
& Hoshino 2001, 2007; Larrabee et al. 2003; O’C. Drury 2012).
We have shown that such distributions can easily form a pile-up
near the radiation reaction limit implied by MHD, effectively be-
coming mono-energetic. The April 2011 flare SEDs (Buehler et al.
2012) are inconsistent with shock acceleration and are instead con-
sistent with a hard electron distribution that may contain a not yet
effectively mono-energetic pile-up. Furthermore, because the ob-
served location of the SED peak is above that predicted by the
synchrotron radiation reaction limit, the 2011 April flare’s emitting
region Doppler factor is " a few.

The predictions of our statistical minijet model can be summa-
rized as follows.

(i) When minijets do not temporally overlap one another, the
PDF for the nebula’s high-energy flux during a flare, Fflare, is

ρ(Fflare) ∼ const (Fflare − 〈Fneb〉)−1 . (28)

(ii) The first three moments of the light curve may be compared
with our theoretically calculated moments in equations (19), and
any higher degree theoretical moments may be easily calculated
using the method described in Appendix A.

(iii) The light-curve power spectrum (equation 25) is constant
(‘white noise’) for ν ) ("τ ′)−1 and goes as P(ν) ∝ ν−2 for
ν + "/τ .

Unlike the standard model for Crab nebula non-thermal emission,
which involves particle acceleration at the pulsar wind termination
shock (Kennel & Coroniti 1984), we have suggested here that mag-
netic reconnection may play an important or even dominant role.
Further research will involve investigating whether reconnection
can explain both the steady nebula emission and the flaring, which
would preclude the need for shock emission altogether in the neb-
ula. Our statistical model may also apply for AGNs that exhibit
several minute TeV variability.
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Figura 7.16: V
z, t = 12.5. In entrambi i run il valor medio di V z si tiene molto

vicino al proprio valore iniziale (nullo), con discrepanze dell’ordine di 2 su 104 nel
run T (nel verso contrario al campo magnetico principale) e di 1 su 103 nel run B
(nello stesso verso del campo magnetico principale).
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Figura 7.17: |~V |, t = 12.5. La velocità è lievemente più alta nel run B.
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The Crab nebula variability with CTA 339

Figure 1. Synchrotron and IC of a simulated flare (fitted to the 2011 April flare spectrum) with B = 100 µG and !e = 1.5. The synchrotron and total IC
emissions are plotted in red solid and dashed line, respectively. The rest of the lines represent the IC with CMB, FIR, and NIR background photon fields and
the SSC. The magenta solid line represents the sensitivity of the CTA northern array (for 5 h of observation time, see the instrument response functions1). The
green squares correspond to the nebula spectrum during the 2011 April flare (as seen by Fermi). The rest of the data correspond to the steady nebula emission
(the compilation was taken from Meyer, Horns & Zechlin 2010 and Buehler et al. 2012).

The Crab flare of 2013 March 4 was reported by Fermi-LAT
(Mayer et al. 2013; Ojha et al. 2013) and AGILE (Striani et al.
2013) when the peak photon flux of the synchrotron emission for
energies above 100 MeV was (103.4 ± 0.8) × 10−7 cm−2s−1, about
17 times above the level of the steady component. The flare lasted
for approximately two weeks and the variability was measured on
time-scales of ∼5 h, which results on a region size of! 1.7 × 10−4 pc
(Mayer et al. 2013). Interestingly, the SED peaked at an energy of
∼400 MeV at the time of the highest flux, as in the case of the
2011 April flare. Observations of the flare were carried out with
different instruments, providing the opportunity to study the emission
during the flaring state at multiple wavelengths, from infrared to X-
rays (Mayer et al. 2013) and also in the very high energy (VHE)
regime (Aliu et al. 2014; H. E. S. S. Collaboration 2014). A blind
search of flares in Crab by ARGO-YBJ air shower detector reported
no significant excess of events during the 2011 and 2013 flares
(Bartoli et al. 2015). The observations conducted with VERITAS
and H.E.S.S. the following days after the 2013 flare reported also
no significant changes in the flux of the nebula (above 1 TeV).
Considering systematical and statistical errors, both observations
result in similar upper limits to the variability of the integral flux of
∼ 55 − 65 per cent (for a 95 per cent CL). We used a fiducial value
of 60 per cent to compare with our simulations.

2.3 Simulation of the electron particle distribution

The electron particle distribution simulated to reproduce the ob-
served flares is characterized by a power-law distribution with an
exponential cutoff:

dNe

dE
= N0

(
E

1TeV

)−!e

exp
(

− E

Ep

)
. (2)

The magnetic field (B) and the particle index (!e) are the only
parameters left free in order to derive the resulting SED of syn-
chrotron radiation from the electron population. The maximum
energy reached, the amplitude of the gamma-ray spectrum (which is
determined by the amplitude of the electron particle distribution,
N0), and the particle spectrum cutoff energy are obtained from

fitting the spectrum at hundreds of MeV to the different data sets
employed (the LAT measurements of the 2011 April and 2013
March flares). The fitting is performed by means of a log-likelihood
optimization method, implemented using the open-source software
NAIMA (Zabalza 2015).

We compute, first, the amplitude (N0) and the cutoff energy of the
particle spectrum (Ep), for the chosen particle index and magnetic
field, by fitting the resulting synchrotron emission to the Fermi-LAT
flare data.

We considered !e ranging from 1 to 3 as argumented above (in
linearly spaced bins of 0.1) and the magnetic field (B) ranging from
10 µG to 5 mG in 14 bins (10, 100 µG, and 1 mG, plus 11 values
logarithmically spaced from 50 µG to 5 mG). Note that both very
low (10 µG) and very large (few mG) magnetic fields are difficult
to justify in standard pulsar wind nebula (PWN) theory. However,
we include them to cover all possible hypotheses, and to probe the
performance of the simulations over a very large parameters space.
In the discussion section, we will only focus then on results for
B > 50 µG.

The synchrotron emission is computed using the NAIMA PYTHON

package (Zabalza 2015), according to the approximation of the
synchrotron emissivity in a random magnetic field in Aharonian,
Kelner & Prosekin (2010). We selected a minimum electron energy
of 50 GeV. The amplitude and cutoff energy of the resulting emission
spectrum for each fixed value of !e and B is fitted to the 2011 (or
2013) flare observations. Using the resulting amplitude, we obtain
the total density of electrons N0 and compute the corresponding
IC on all relevant photon targets. The total SED of the flare (see
Fig. 1 as an example) is obtained as the sum of these different
contributions. Both the synchrotron and IC are computed for 100
bins of energy logarithmically spaced from 10−7 eV to 1 PeV.
Finally, from the IC component integration, we obtained the total
energy in electrons above 1 TeV (We) for the different flare models,
which can be directly compared with the upper limit estimated in
Section 2.1.

To illustrate the effect of the different parameters on the simulation,
we plot in Fig. 2 the obtained amplitude (N0) with respect to the fitted
cutoff energy (Ep), for different values of !e.

MNRAS 501, 337–346 (2021)
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Figure 1. Synchrotron and IC of a simulated flare (fitted to the 2011 April flare spectrum) with B = 100 µG and !e = 1.5. The synchrotron and total IC
emissions are plotted in red solid and dashed line, respectively. The rest of the lines represent the IC with CMB, FIR, and NIR background photon fields and
the SSC. The magenta solid line represents the sensitivity of the CTA northern array (for 5 h of observation time, see the instrument response functions1). The
green squares correspond to the nebula spectrum during the 2011 April flare (as seen by Fermi). The rest of the data correspond to the steady nebula emission
(the compilation was taken from Meyer, Horns & Zechlin 2010 and Buehler et al. 2012).

The Crab flare of 2013 March 4 was reported by Fermi-LAT
(Mayer et al. 2013; Ojha et al. 2013) and AGILE (Striani et al.
2013) when the peak photon flux of the synchrotron emission for
energies above 100 MeV was (103.4 ± 0.8) × 10−7 cm−2s−1, about
17 times above the level of the steady component. The flare lasted
for approximately two weeks and the variability was measured on
time-scales of ∼5 h, which results on a region size of! 1.7 × 10−4 pc
(Mayer et al. 2013). Interestingly, the SED peaked at an energy of
∼400 MeV at the time of the highest flux, as in the case of the
2011 April flare. Observations of the flare were carried out with
different instruments, providing the opportunity to study the emission
during the flaring state at multiple wavelengths, from infrared to X-
rays (Mayer et al. 2013) and also in the very high energy (VHE)
regime (Aliu et al. 2014; H. E. S. S. Collaboration 2014). A blind
search of flares in Crab by ARGO-YBJ air shower detector reported
no significant excess of events during the 2011 and 2013 flares
(Bartoli et al. 2015). The observations conducted with VERITAS
and H.E.S.S. the following days after the 2013 flare reported also
no significant changes in the flux of the nebula (above 1 TeV).
Considering systematical and statistical errors, both observations
result in similar upper limits to the variability of the integral flux of
∼ 55 − 65 per cent (for a 95 per cent CL). We used a fiducial value
of 60 per cent to compare with our simulations.

2.3 Simulation of the electron particle distribution

The electron particle distribution simulated to reproduce the ob-
served flares is characterized by a power-law distribution with an
exponential cutoff:

dNe

dE
= N0

(
E

1TeV

)−!e

exp
(

− E

Ep

)
. (2)

The magnetic field (B) and the particle index (!e) are the only
parameters left free in order to derive the resulting SED of syn-
chrotron radiation from the electron population. The maximum
energy reached, the amplitude of the gamma-ray spectrum (which is
determined by the amplitude of the electron particle distribution,
N0), and the particle spectrum cutoff energy are obtained from

fitting the spectrum at hundreds of MeV to the different data sets
employed (the LAT measurements of the 2011 April and 2013
March flares). The fitting is performed by means of a log-likelihood
optimization method, implemented using the open-source software
NAIMA (Zabalza 2015).

We compute, first, the amplitude (N0) and the cutoff energy of the
particle spectrum (Ep), for the chosen particle index and magnetic
field, by fitting the resulting synchrotron emission to the Fermi-LAT
flare data.

We considered !e ranging from 1 to 3 as argumented above (in
linearly spaced bins of 0.1) and the magnetic field (B) ranging from
10 µG to 5 mG in 14 bins (10, 100 µG, and 1 mG, plus 11 values
logarithmically spaced from 50 µG to 5 mG). Note that both very
low (10 µG) and very large (few mG) magnetic fields are difficult
to justify in standard pulsar wind nebula (PWN) theory. However,
we include them to cover all possible hypotheses, and to probe the
performance of the simulations over a very large parameters space.
In the discussion section, we will only focus then on results for
B > 50 µG.

The synchrotron emission is computed using the NAIMA PYTHON

package (Zabalza 2015), according to the approximation of the
synchrotron emissivity in a random magnetic field in Aharonian,
Kelner & Prosekin (2010). We selected a minimum electron energy
of 50 GeV. The amplitude and cutoff energy of the resulting emission
spectrum for each fixed value of !e and B is fitted to the 2011 (or
2013) flare observations. Using the resulting amplitude, we obtain
the total density of electrons N0 and compute the corresponding
IC on all relevant photon targets. The total SED of the flare (see
Fig. 1 as an example) is obtained as the sum of these different
contributions. Both the synchrotron and IC are computed for 100
bins of energy logarithmically spaced from 10−7 eV to 1 PeV.
Finally, from the IC component integration, we obtained the total
energy in electrons above 1 TeV (We) for the different flare models,
which can be directly compared with the upper limit estimated in
Section 2.1.

To illustrate the effect of the different parameters on the simulation,
we plot in Fig. 2 the obtained amplitude (N0) with respect to the fitted
cutoff energy (Ep), for different values of !e.
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Figure 1. Synchrotron and IC of a simulated flare (fitted to the 2011 April flare spectrum) with B = 100 µG and !e = 1.5. The synchrotron and total IC
emissions are plotted in red solid and dashed line, respectively. The rest of the lines represent the IC with CMB, FIR, and NIR background photon fields and
the SSC. The magenta solid line represents the sensitivity of the CTA northern array (for 5 h of observation time, see the instrument response functions1). The
green squares correspond to the nebula spectrum during the 2011 April flare (as seen by Fermi). The rest of the data correspond to the steady nebula emission
(the compilation was taken from Meyer, Horns & Zechlin 2010 and Buehler et al. 2012).

The Crab flare of 2013 March 4 was reported by Fermi-LAT
(Mayer et al. 2013; Ojha et al. 2013) and AGILE (Striani et al.
2013) when the peak photon flux of the synchrotron emission for
energies above 100 MeV was (103.4 ± 0.8) × 10−7 cm−2s−1, about
17 times above the level of the steady component. The flare lasted
for approximately two weeks and the variability was measured on
time-scales of ∼5 h, which results on a region size of! 1.7 × 10−4 pc
(Mayer et al. 2013). Interestingly, the SED peaked at an energy of
∼400 MeV at the time of the highest flux, as in the case of the
2011 April flare. Observations of the flare were carried out with
different instruments, providing the opportunity to study the emission
during the flaring state at multiple wavelengths, from infrared to X-
rays (Mayer et al. 2013) and also in the very high energy (VHE)
regime (Aliu et al. 2014; H. E. S. S. Collaboration 2014). A blind
search of flares in Crab by ARGO-YBJ air shower detector reported
no significant excess of events during the 2011 and 2013 flares
(Bartoli et al. 2015). The observations conducted with VERITAS
and H.E.S.S. the following days after the 2013 flare reported also
no significant changes in the flux of the nebula (above 1 TeV).
Considering systematical and statistical errors, both observations
result in similar upper limits to the variability of the integral flux of
∼ 55 − 65 per cent (for a 95 per cent CL). We used a fiducial value
of 60 per cent to compare with our simulations.

2.3 Simulation of the electron particle distribution

The electron particle distribution simulated to reproduce the ob-
served flares is characterized by a power-law distribution with an
exponential cutoff:

dNe

dE
= N0

(
E

1TeV

)−!e

exp
(

− E

Ep

)
. (2)

The magnetic field (B) and the particle index (!e) are the only
parameters left free in order to derive the resulting SED of syn-
chrotron radiation from the electron population. The maximum
energy reached, the amplitude of the gamma-ray spectrum (which is
determined by the amplitude of the electron particle distribution,
N0), and the particle spectrum cutoff energy are obtained from

fitting the spectrum at hundreds of MeV to the different data sets
employed (the LAT measurements of the 2011 April and 2013
March flares). The fitting is performed by means of a log-likelihood
optimization method, implemented using the open-source software
NAIMA (Zabalza 2015).

We compute, first, the amplitude (N0) and the cutoff energy of the
particle spectrum (Ep), for the chosen particle index and magnetic
field, by fitting the resulting synchrotron emission to the Fermi-LAT
flare data.

We considered !e ranging from 1 to 3 as argumented above (in
linearly spaced bins of 0.1) and the magnetic field (B) ranging from
10 µG to 5 mG in 14 bins (10, 100 µG, and 1 mG, plus 11 values
logarithmically spaced from 50 µG to 5 mG). Note that both very
low (10 µG) and very large (few mG) magnetic fields are difficult
to justify in standard pulsar wind nebula (PWN) theory. However,
we include them to cover all possible hypotheses, and to probe the
performance of the simulations over a very large parameters space.
In the discussion section, we will only focus then on results for
B > 50 µG.

The synchrotron emission is computed using the NAIMA PYTHON

package (Zabalza 2015), according to the approximation of the
synchrotron emissivity in a random magnetic field in Aharonian,
Kelner & Prosekin (2010). We selected a minimum electron energy
of 50 GeV. The amplitude and cutoff energy of the resulting emission
spectrum for each fixed value of !e and B is fitted to the 2011 (or
2013) flare observations. Using the resulting amplitude, we obtain
the total density of electrons N0 and compute the corresponding
IC on all relevant photon targets. The total SED of the flare (see
Fig. 1 as an example) is obtained as the sum of these different
contributions. Both the synchrotron and IC are computed for 100
bins of energy logarithmically spaced from 10−7 eV to 1 PeV.
Finally, from the IC component integration, we obtained the total
energy in electrons above 1 TeV (We) for the different flare models,
which can be directly compared with the upper limit estimated in
Section 2.1.

To illustrate the effect of the different parameters on the simulation,
we plot in Fig. 2 the obtained amplitude (N0) with respect to the fitted
cutoff energy (Ep), for different values of !e.
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Figure 2. Combined SED of the Crab Nebula. The baseline Fermi-LAT spectrum (black squares) is averaged over ∼5 yr of observations, while the baseline VHE
spectrum (blue circles) includes all good data taken outside of the FTW in the 2012–2013 VERITAS observing season. The FTW VHE spectrum (red diamonds) shows
no significant deviation from the baseline, while the synchrotron spectrum during this period (magenta triangles) exhibits spectral hardening. All spectral parameters
given in Sections 2.1 and 2.2.
(A color version of this figure is available in the online journal.)

which is consistent with no correlation at zero lag. Results for
all other time-lag bins are also consistent with no statistically
significant correlation.

Relative flux changes during the FTW are calculated for
VERITAS and Fermi-LAT. The i th relative flux change ∆F i

rel.
for both VERITAS and Fermi-LAT observations on the i th night
is computed as

∆F i
rel. = F i − F

F
. (4)

For VERITAS, Fi is the average flux for one night. For Fermi-
LAT, Fi is the average flux in one 12 hr time bin centered on
midnight Arizona time (MST, 0700 UTC). F is the average
non-flare flux from the nebula. The VERITAS and Fermi-LAT
relative flux changes for simultaneous observations are shown
in Figure 4. Averaged over the simultaneous observations in the
FTW, the relative flux changes are

∆F VTS
rel. = −0.026 ± 0.035 (VERITAS > 1 TeV) (5)

∆F Fermi
rel. = 6.14 ± 0.38 (Fermi-LAT > 100 MeV). (6)

From ∆F VTS
rel. , a 95% confidence level upper limit (UL) is

computed for an elevated VHE flux. Given the assumption
of a positive and non-zero correlation of Fermi-LAT and
VERITAS flux changes, a Bayesian prior is introduced in the
limit calculation that is zero for negative relative flux changes
and one elsewhere. This prior is equivalent to invoking the
physical constraint that all of the VHE flux changes are at least
zero. The UL is calculated over the Bayesian interval [0, xup]

Table 1
95% CL Bayesian Upper Limits on the VHE Relative Flux Increase During the

Flare Period for Three Energy Thresholds

Energy Band ∆F VTS
rel. 95% CL UL 95% CL Integral UL at Threshold

(TeV) (TeV m−2 s−1)

>1 5.3% 8.7 × 10−9

>4 6.8% 5.9 × 10−9

>6 37.4% 2.7 × 10−8

such that

∫ xup

0 exp
(

− (∆F VTS
rel −x)2

2σ 2

)
dx

∫ ∞
0 exp

(
− (∆F VTS

rel −x ′)2

2σ 2

)
dx ′

= 0.95 (xup > 0), (7)

where σ is the error on ∆F VTS
rel. , and the 95% CL UL is given

by xup, which is obtained by solving the equation numerically.
Limits are calculated for three different energy thresholds shown
in Table 1.

By adopting the assumption that the relative flux change seen
by VERITAS is linearly related to that seen by Fermi-LAT
during the flare:

∆F VTS
rel. = α∆F Fermi

rel. , (8)

a constraint on the linear correlation factor α can be calculated,
which can be used to test model predictions. Taking the ratio
of the >1 TeV UL and the average Fermi-LAT relative flux
change, we find that α < 8.6 × 10−3 (95% CL) for the
average of the ten nights of simultaneous observations. The
constraint on α is also computed night-by-night, though only
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Figure 1. Synchrotron and IC of a simulated flare (fitted to the 2011 April flare spectrum) with B = 100 µG and !e = 1.5. The synchrotron and total IC
emissions are plotted in red solid and dashed line, respectively. The rest of the lines represent the IC with CMB, FIR, and NIR background photon fields and
the SSC. The magenta solid line represents the sensitivity of the CTA northern array (for 5 h of observation time, see the instrument response functions1). The
green squares correspond to the nebula spectrum during the 2011 April flare (as seen by Fermi). The rest of the data correspond to the steady nebula emission
(the compilation was taken from Meyer, Horns & Zechlin 2010 and Buehler et al. 2012).

The Crab flare of 2013 March 4 was reported by Fermi-LAT
(Mayer et al. 2013; Ojha et al. 2013) and AGILE (Striani et al.
2013) when the peak photon flux of the synchrotron emission for
energies above 100 MeV was (103.4 ± 0.8) × 10−7 cm−2s−1, about
17 times above the level of the steady component. The flare lasted
for approximately two weeks and the variability was measured on
time-scales of ∼5 h, which results on a region size of! 1.7 × 10−4 pc
(Mayer et al. 2013). Interestingly, the SED peaked at an energy of
∼400 MeV at the time of the highest flux, as in the case of the
2011 April flare. Observations of the flare were carried out with
different instruments, providing the opportunity to study the emission
during the flaring state at multiple wavelengths, from infrared to X-
rays (Mayer et al. 2013) and also in the very high energy (VHE)
regime (Aliu et al. 2014; H. E. S. S. Collaboration 2014). A blind
search of flares in Crab by ARGO-YBJ air shower detector reported
no significant excess of events during the 2011 and 2013 flares
(Bartoli et al. 2015). The observations conducted with VERITAS
and H.E.S.S. the following days after the 2013 flare reported also
no significant changes in the flux of the nebula (above 1 TeV).
Considering systematical and statistical errors, both observations
result in similar upper limits to the variability of the integral flux of
∼ 55 − 65 per cent (for a 95 per cent CL). We used a fiducial value
of 60 per cent to compare with our simulations.

2.3 Simulation of the electron particle distribution

The electron particle distribution simulated to reproduce the ob-
served flares is characterized by a power-law distribution with an
exponential cutoff:

dNe

dE
= N0

(
E

1TeV

)−!e

exp
(

− E

Ep

)
. (2)

The magnetic field (B) and the particle index (!e) are the only
parameters left free in order to derive the resulting SED of syn-
chrotron radiation from the electron population. The maximum
energy reached, the amplitude of the gamma-ray spectrum (which is
determined by the amplitude of the electron particle distribution,
N0), and the particle spectrum cutoff energy are obtained from

fitting the spectrum at hundreds of MeV to the different data sets
employed (the LAT measurements of the 2011 April and 2013
March flares). The fitting is performed by means of a log-likelihood
optimization method, implemented using the open-source software
NAIMA (Zabalza 2015).

We compute, first, the amplitude (N0) and the cutoff energy of the
particle spectrum (Ep), for the chosen particle index and magnetic
field, by fitting the resulting synchrotron emission to the Fermi-LAT
flare data.

We considered !e ranging from 1 to 3 as argumented above (in
linearly spaced bins of 0.1) and the magnetic field (B) ranging from
10 µG to 5 mG in 14 bins (10, 100 µG, and 1 mG, plus 11 values
logarithmically spaced from 50 µG to 5 mG). Note that both very
low (10 µG) and very large (few mG) magnetic fields are difficult
to justify in standard pulsar wind nebula (PWN) theory. However,
we include them to cover all possible hypotheses, and to probe the
performance of the simulations over a very large parameters space.
In the discussion section, we will only focus then on results for
B > 50 µG.

The synchrotron emission is computed using the NAIMA PYTHON

package (Zabalza 2015), according to the approximation of the
synchrotron emissivity in a random magnetic field in Aharonian,
Kelner & Prosekin (2010). We selected a minimum electron energy
of 50 GeV. The amplitude and cutoff energy of the resulting emission
spectrum for each fixed value of !e and B is fitted to the 2011 (or
2013) flare observations. Using the resulting amplitude, we obtain
the total density of electrons N0 and compute the corresponding
IC on all relevant photon targets. The total SED of the flare (see
Fig. 1 as an example) is obtained as the sum of these different
contributions. Both the synchrotron and IC are computed for 100
bins of energy logarithmically spaced from 10−7 eV to 1 PeV.
Finally, from the IC component integration, we obtained the total
energy in electrons above 1 TeV (We) for the different flare models,
which can be directly compared with the upper limit estimated in
Section 2.1.

To illustrate the effect of the different parameters on the simulation,
we plot in Fig. 2 the obtained amplitude (N0) with respect to the fitted
cutoff energy (Ep), for different values of !e.
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Figure 2. Combined SED of the Crab Nebula. The baseline Fermi-LAT spectrum (black squares) is averaged over ∼5 yr of observations, while the baseline VHE
spectrum (blue circles) includes all good data taken outside of the FTW in the 2012–2013 VERITAS observing season. The FTW VHE spectrum (red diamonds) shows
no significant deviation from the baseline, while the synchrotron spectrum during this period (magenta triangles) exhibits spectral hardening. All spectral parameters
given in Sections 2.1 and 2.2.
(A color version of this figure is available in the online journal.)

which is consistent with no correlation at zero lag. Results for
all other time-lag bins are also consistent with no statistically
significant correlation.

Relative flux changes during the FTW are calculated for
VERITAS and Fermi-LAT. The i th relative flux change ∆F i

rel.
for both VERITAS and Fermi-LAT observations on the i th night
is computed as

∆F i
rel. = F i − F

F
. (4)

For VERITAS, Fi is the average flux for one night. For Fermi-
LAT, Fi is the average flux in one 12 hr time bin centered on
midnight Arizona time (MST, 0700 UTC). F is the average
non-flare flux from the nebula. The VERITAS and Fermi-LAT
relative flux changes for simultaneous observations are shown
in Figure 4. Averaged over the simultaneous observations in the
FTW, the relative flux changes are

∆F VTS
rel. = −0.026 ± 0.035 (VERITAS > 1 TeV) (5)

∆F Fermi
rel. = 6.14 ± 0.38 (Fermi-LAT > 100 MeV). (6)

From ∆F VTS
rel. , a 95% confidence level upper limit (UL) is

computed for an elevated VHE flux. Given the assumption
of a positive and non-zero correlation of Fermi-LAT and
VERITAS flux changes, a Bayesian prior is introduced in the
limit calculation that is zero for negative relative flux changes
and one elsewhere. This prior is equivalent to invoking the
physical constraint that all of the VHE flux changes are at least
zero. The UL is calculated over the Bayesian interval [0, xup]

Table 1
95% CL Bayesian Upper Limits on the VHE Relative Flux Increase During the

Flare Period for Three Energy Thresholds

Energy Band ∆F VTS
rel. 95% CL UL 95% CL Integral UL at Threshold

(TeV) (TeV m−2 s−1)

>1 5.3% 8.7 × 10−9

>4 6.8% 5.9 × 10−9

>6 37.4% 2.7 × 10−8

such that

∫ xup

0 exp
(

− (∆F VTS
rel −x)2

2σ 2

)
dx

∫ ∞
0 exp

(
− (∆F VTS

rel −x ′)2

2σ 2

)
dx ′

= 0.95 (xup > 0), (7)

where σ is the error on ∆F VTS
rel. , and the 95% CL UL is given

by xup, which is obtained by solving the equation numerically.
Limits are calculated for three different energy thresholds shown
in Table 1.

By adopting the assumption that the relative flux change seen
by VERITAS is linearly related to that seen by Fermi-LAT
during the flare:

∆F VTS
rel. = α∆F Fermi

rel. , (8)

a constraint on the linear correlation factor α can be calculated,
which can be used to test model predictions. Taking the ratio
of the >1 TeV UL and the average Fermi-LAT relative flux
change, we find that α < 8.6 × 10−3 (95% CL) for the
average of the ten nights of simultaneous observations. The
constraint on α is also computed night-by-night, though only

4

FLARES VISIBILITY WITH CTA
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2011

2013

ONLY MAJOR FLARES 
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BY CTA OVER 100H 

HIGHLY DEPENDENT ON 
SHAPE OF THE CUTOFF

Shock acceleration of electrons – I. 2811

This value of the maximum momentum, though a reasonable estimate, is not to be interpreted as the exact momentum where a cut-off
in the spectrum of accelerated particles should appear. From the physical point of view, this can be expected since the residence times
upstream and downstream, used to derive pmax, are defined as D/u2 only when losses are unimportant, therefore by definition not at p ∼
pmax. Zirakashvili & Aharonian (2007) found that for the case of Bohm diffusion, the cut-off is located at

p0 =
(

r − 1
3r

) (
1

1 + κ1/2

)
u1(mec)2

√
2
27 q3B1

, (24)

namely

pmax

p0
=

√
3r

2(r − 1)

(
1 + κ1/2

) (
1 + κr2

1 + κr

)1/2 √
1

1 + κ−1r2
. (25)

For r = 4 and κ = 1, one has pmax/p0 = 1.26.

3.3 The case of Kolmogorov diffusion coefficient

In this case, D(p) = K0 p1/3 and

τ (z, z′) = 3K0

2A
(z2/3 − z′2/3). (26)

The maximum momentum is easily found to be:

pmax =
[

1
3K0Ar

u2
1(r − 1)
r + 1

]3/4

. (27)

4 R ESULTS

In this section, we discuss the results of the calculations. We apply the method to the three choices of the diffusion coefficient discussed
above. We investigate the spatial and momentum dependence of the spectra of accelerated particles and the shape of the cut-off region for the
three cases.

4.1 Spectrum at the shock and shape of the cut-off

In the left-hand panel of Fig. 1, we show the spectrum of accelerated particles at the shock location for r = 4 and for the three choices of
diffusion coefficient. The three diffusion coefficients are normalized in such a way to lead to the same maximum momentum pmax. The curves
refer to p2N 0(p) and constant diffusion coefficient (dash-dotted line), Kolmogorov diffusion (dashed line) and Bohm diffusion (solid line).
The spectrum of accelerated particles has a shallower cut-off in the case with constant diffusion coefficient. The cut-off becomes sharper for
diffusion coefficients with more pronounced dependence on particle momentum. For instance the shape of the cut-off for Bohm diffusion is
∝ exp[−(p/p0)2], where p0 is defined in equation (24). For the case of Bohm diffusion our resulting spectrum agrees well with the fitting
formula proposed by Zirakashvili & Aharonian (2007), based on an interpolation of an analytical approximation valid for p > pmax and
numerical calculations in the transition region (shown as crosses in Fig. 1). It is of some importance that the position of the cut-off is not
exactly at pmax but rather at p0 (see discussion in Section 3.2). The discrepancy between the calculated spectra as presented here and as
modelled by the fitting formula of Zirakashvili & Aharonian (2007) is typically fraction of percent, though at momenta p ∼ pmax it reaches
∼10 per cent, as visible in Fig. 1. In the test-particle limit, the maximum compression factor which may be realized at the shock is r = 4,
leading to N 0(p) ∝ p−2. In cosmic ray modified shocks, the effective total compression factor between upstream infinity and downstream can

Figure 1. In the left- (right-hand) panel, spectrum of accelerated particles for r = 4 (r = 7) and for the three choices of the diffusion coefficient leading to the
same value of pmax. The curves refer to constant diffusion coefficient (dash-dotted line), Kolmogorov diffusion (dashed line) and Bohm diffusion (solid line).
The crosses in the left-hand panel show the fit proposed by Zirakashvili & Aharonian (2007).
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