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1) Astroparticle Physics  (Viel, Ullio, Barausse, 
Kobayashi, Liberati)
2) Astrophysics and Cosmology (Lapi, Spera, 
Valdarnini, Bressan, Baccigalupi, Krachmalnicoff)
3) Data Science  (Trotta)

Interests: Cosmology, Dark Matter, Physics beyond Standard Models, Structure formation, Gravity, Galaxy formation,
Machine learning applications



LSS and galaxy formation



Modelling intergalactic medium from high to low redshift

75 CPU million hrs from 2017
Through PRACE and DIRAC 
competitive calls.

ATON (Radiative transfer code)
Interfaced with GADGET-3 to 
perform “patchy reionization”
Models

Limited comparison with other
Codes (AREPO, NyX, etc.)

Important for SKA and 
intensity mapping experiments

Puchwein+22, in prep. – Bolton+17 “Sherwood suite”



Numerical relativity simulations of binary systems 
in theories extending GR 

GRAVITY



Dark Matter properties

+ Hammurabi X code (simulating galaxy synchrotron emission)
+ Dragon2 code (for cosmic ray propagation)



AstroML at SISSA 
PI: Roberto Trotta 
Research directions:  

Machine learning and data science for high-dimensional and complex cosmological 
data

Interpretable AI via inference in the space of DAGs and automated model discovery, 
incl. HPC code optimization  

Supervised learning under covariate shift in general setting  

Simulation-based and likelihood-free inference (HPC-based) 

Dimensionality reduction in high-dimensions 

Bayesian hierarchical models: numerical methods for efficient sampling 

Hybrid Frequentist-Bayesian methods with informative priors for higher-power source 
detection

Applications in cosmology and astrophysics:  

Supernova Type Ia cosmology for dark energy properties recostruction with ~105 objects 

Dark matter searches with multi-wavelengths probes 

Feature extractions from high-dimensional galaxy surveys data 

Applications in the public and private sector: 

Collaboration with Agenzia LavoroSviluppo 
Impresa on automated Neural Language 
Processing recommender system


Collaboration (PhD student on borsa 
Innovazione/Green) with RACHAEL/SWG on 
enrichment of heterogeneous, non-
representative population data

datascience.sissa.it

Supervised learning under covariate shift: 
representative training set (left; not available in 

reality), vs biased training set (right). Source

AstroMachine Learning in data Science


