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#### Abstract

Context. In recent years, Galactic Archaeology is a vibrating field of Astronomy. Its main focus are the oldest stars of our Galaxy, in most cases identified as the most metal-poor stars. However, the struggle for finding these ancient fossils has produced an important bias in the observations, in particular the intermediate metal poor stars $(-2.5<[\mathrm{Fe} / \mathrm{H}]<-1.5)$ have been frequently overlooked. The missing information has consequences for the precise study of the chemical enrichment of our Galaxy in particular for what concerns neutron capture elements and it will be only partially covered by future multi object spectrograph surveys such as WEAVE and 4MOST. Aims. Measuring at Intermediate Metallicity Neutron Capture Elements (MINCE) is gathering high quality spectra (high signal to noise and high resolution) of several hundreds bright stars and metal poor stars , manly from of our Galactic halo. In this paper we present the first sample of 42 stellar spectra for 40 different stars with the abundances of the elements up to the iron peak. Methods. We describe the selection we have used which is manly relying on Gaia data. We present also the way we determine the stellar atmospheres of our sample and the chemical abundances in each star. Results. We obtain $T_{\text {eff }}, \log g$, micro turbulence and metallicity $([\mathrm{Fe} / \mathrm{H}])$ for all the 42 stellar spectra. Eight targets are not in the optimal metallicity range for MINCE; for the remaining 34 stellar spectra, we determine the chemical abundances of 19 elements from oxygen to zinc based on synthetic spectra in local thermodynamic equilibrium. We compare our results to another sample with similar characteristics. We also show the chemical evolution results for eleven chemical elements, based on recent models. Conclusions. The chemical abundances derived for the MINCE sample are in excellent agreement with previous results obtained in literature and we can adopt this method for the rest of our sample. Spectra taken from different spectrographs produce quite consistent results. The future steps in the project are to apply the method described here to the larger sample we have gathered in the recent period, prepare a similar method to be applied to the careful determination of the neutron capture elements from our spectra and the dynamical determination of the sub structures of the halo to which our stars belong.
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## 1. Introduction

The project MINCE (Measuring at Intermediate metallicity Neutron-Capture Elements) aims to gather abundances for neutron-capture elements of several hundreds stars at intermediate metallicity using different facilities worldwide. The idea is to study the nucleosynthetic signatures that can be found in old stars, in particular in the specific class of chemical elements with $Z>30$, i.e. the neutron-capture elements. They are mainly formed through multiple neutron captures, and not through the fusion reaction that create the fast majority of element up to the iron peak. The neutron-capture process is split in the rapid process (r-process) or slow process (s-process) depending on whether the timescale for neutron capture is faster or slower than radioactive beta decay, according to the initial definition by Burbidge et al. (1957). These elements have complex nucleosynthesis and they are not yet deeply investigated as - e.g. $\alpha$-elements. The most recent investigation expanded the number of stars with detailed chemistry at extremely low metallicity up to approximately a thousand objects (e.g. Roederer et al. 2014; Yong et al. 2014). After this incredible effort in searching and measuring the most extreme metal-poor stars - that is still ongoing - it is natural to think that adding valuable knowledge in this field can be difficult or extremely expensive. However, the search for the lowest possible metallicity almost completely ignored all the stars in the intermediate range of metallicity between the very metal-poor

[^0]stars $([\mathrm{Fe} / \mathrm{H}]<-2.5)$ and thin or thick disc stars $([\mathrm{Fe} / \mathrm{H}]>-1.5)$. In this region, the number of stars with any measurements of the neutron-capture elements is small, only $25 \%$ ( 332 objects) according to the sample gathered by the JINA database (1213), and less than $10 \%$ (103) with Eu measurements. According to the metallicity distribution function of the Galactic halo (Bonifacio et al. 2021) there is a factor of 12 more halo stars in this region than at lower metallicity, therefore an enormous number of halo stars are yet unexplored as far as the abundances of neutroncapture elements go.

In this first paper, we present a first sample of 42 stellar spectra (40 unique stars). We present the atmospheric parameters measured for all the 42 , but we carry out the detailed abundances determinations only of 34 ( 32 stars), eight stars being too metal rich for MINCE goals. The spectra of these stars were taken at four different facilities thanks to four accepted proposals and it clearly shows the joint efforts of the MINCE team. We also introduce how we have selected our MINCE stars and the issues that we have found in the search of an optimal selection of bright halo stars for our telescopes. Finally, we describe the approach we intend to assume for all the MINCE stars to determine the atmospheric parameters of the stars. For this first sample, the results of the chemical abundances cover the elements up to zinc. The actual measurement of the heavy neutron capture elements will be tackled in the next MINCE paper. All the results obtained and published by MINCE will produce a catalogue of high-quality spectra with precise atmospheric parameters and chemical abun-
dances constructed by combining observations from several facilities. All results will be made available at...

## 2. Selection

The stellar candidates were selected to be metal-poor ( $[\mathrm{M} / \mathrm{H}]<$ -0.7 ) and bright ( $\mathrm{V}<10$ ) giants ( $T_{\text {eff }}<5000 \mathrm{~K}$ ) based on Starhorse (Anders et al. 2019). We named this method "mince1". Starhorse combines the precise parallaxes and optical photometry delivered by Gaia's second data release with the photometric catalogues of Pan-STARRS1, 2MASS, and AllWISE and derived Bayesian stellar parameters, distances, and extinctions for 137 million stars. After the first night on TNG covering eight candidates, we found that the selection was not providing the requested metallicity range: the candidates were too metal rich for the MINCE goals. For this reason, we decide to add a constrain on the kinematics of the stars ( $\mathrm{v}_{\text {tot }}>200 \mathrm{~km} / \mathrm{s}$ ) to select halo stars, exploiting the precise measurements of Gaia. This selection scheme improved the success rate to almost $100 \%$. We named this method "mince2". The eight stars mentioned above are not fully considered here, their metallicities being above the threshold we set for MINCE and we present only their atmospheric parameters; the analysis of their chemical abundances will be carried out in a forthcoming paper devoted to more metal rich stars compared to MINCE limits. The sample comprises relative bright objects and we set the observations to reach approximately a $\mathrm{S} / \mathrm{N} \sim 100$ at 500 nm see Table A.1-A.3. We also include in this first paper two stars that were actually selected from the Apache Point Observatory Galactic Evolution Experiment (APOGEE) survey (Eisenstein et al. 2011). With a higher resolution and different spectral coverage MINCE can provide different elements, and also a comparison with the results obtained by APOGEE in the infrared.

## 3. Observations and data reduction

As mentioned in the Introduction, this sample comprises spectra taken from several facilities and obtained thanks to a total of four proposals with three different Principle Investigators: Cescutti for HARPS-north at TNG, E. Spitoni for FIES at NOT and P. Bonifacio for Sophie at OHP and ESPaDOnS at CFHT. Details on the observations are provided in tables A. 4 to A. 7 .

### 3.1. TNG HARPS-N

The 3.58 m telescope Telescopio Nazionale Galileo (TNG), is the Italian facility located at the Roque de Los Muchachos Observatory in the Canary island of La Palma. We used HARPS-N (Cosentino et al. 2012), which is a high-resolution (resolving power $\mathrm{R}=115,000$ ), high-stability visible ( $383-693 \mathrm{~nm}$ ) spectrograph. Long-term stability allows an accuracy better than $<1 \mathrm{~m} / \mathrm{s}$ in the radial velocity measurements and it is excellent for the discovery and characterization of exoplanets, but it is also well suited for stellar abundance spectroscopy. The spectra were taken in service mode in 2 nights in May and June 2020. For the reduction of the echelle spectra, we used the standard pipeline. The radial velocities are determined by the pipeline through cross-correlation with a mask appropriate for the spectral type of the star.

### 3.2. NOT FIES

The Nordic Optical Telescope (NOT) is a $2.56-\mathrm{m}$ telescope also located at the Spanish Roque de los Muchachos Observatory, about 1 km away from the TNG. We used FIES (Telting et al. 2014), a cross-dispersed high-resolution echelle spectrograph with a maximum spectral resolution of $\mathrm{R}=67000$. The entire spectral range $370-830 \mathrm{~nm}$ is covered without gaps in a single, fixed setting. Most of the spectra were taken in service mode during June 2020, see Table?? for specific dates. Also in this case, we used the output of the standard pipeline, which are available upon request. Radial velocities are not provided by the pipeline. They have been determined by template matching (see e.g. ?) over the range 400 nm to 660 nm . The template was a synthetic spectrum computed with the parameters provided in Table 1. The error provided in Table ?? is just based on the $\chi^{2}$ of the fit and does not take into account systematic errors. The systematic errors due to the fact that the calibration arc was taken several hours before the observation can be of the order of a few 100 $\mathrm{m} / \mathrm{s}$ (J. Telting, priv. comm.). The mid-exposure time was taken from the descriptor DATE-AVG in the FITS header of each observation. From this time, the barycentric julian date (BJD) and the barycentric correction were computed using the tools OSU Online Astronomy Utilities ${ }^{1}$ that implement the methods and algorithms described in Wright \& Eastman (2014).

### 3.3. OHP 1.93 Sophie

The OHP 1.93 m telescope is located in at the Observatoire de Haute Provence, in southern France. The spectra were obtained with the Sophie spectrograph (Bouchy \& Sophie Team 2006) at high-resolution mode, that providing a resolving power $\mathrm{R}=75$ 000 and a spectral range from 387.2 nm to 694.3 nm . The spectra were obtained in visitor mode, during three nights from August 24 to 26, 2020, the observer was P. Bonifacio. The wavelength calibration relied both on a Th-Ar lamp and on a Fabry-Pérot etalon. The data was reduced automatically on-the-fly by the Sophie pipeline. In a similar way as for HARPS-N the pipeline determines radial velocities from cross-correlation wit a suitable mask.

### 3.4. CFHT ESPaDOnS

The 3.6m Canada-France-Hawaii telescope (CFHT) is located on the summit of Mauna Kea, in the island of Hawai, USA. The spectra were obtained with the fibre-fed spectropolarimeter ESPaDOnS (Donati et al. 2006). The observation were obtained in the Queued Service Observation mode of CFHT in 2020. The spectroscopic mode "Star+Sky" was used, providing a resolving power of $\mathrm{R}=65000$ and the spectral range 370 nm to 1051 nm . The data was delivered to us reduced with the Upena ${ }^{2}$ pipeline that uses the routines of the Libre-ESpRIT software (Donati et al. 1997). The output spectrum is provided in an order-by-order format, we merged the orders using an ESO-MIDAS ${ }^{3}$ with a script written by ourselves. The pipeline applies the barycentric correction to the reduced spectrum and provides the Heliocentric Julian Date (HJD), we transformed this to BJD using the tool https: //astroutils.astronomy.osu.edu/time/utc2bjd.html that implements the methods and algorithms described in Wright \& Eastman (2014). The pipeline corrects the wavelength scale

[^1]using the telluric absorption lines, this should compensate for the difference in temperature and pressure between the time when the calibration arc was taken and the time of the observation. Like for the FIES spectra we measured the radial velocities by template matching over the range 400 nm to 660 nm . We underline that the error provided in Table A. 7 is based on the $\chi^{2}$ of the fit, thus takes into account only the noise in the spectrum and not any systematic error. In spite of the fact that ESPaDOnS is protected by two thermal enclosures, its temperatuure and pressure are not actively controlled, like those of HARPS-N or Sophie. According to the documentationthe expected precision using the telluric correction is $20 \mathrm{~ms}^{-1}$. For star TYC 3085-119-1 we have two spectra, but although the radial velocity was measured for both, the chemical analysis was performed only on the second spectrum that has $\mathrm{S} / \mathrm{N} \sim 100$ at 500 nm against $\sim 60$ for the first spectrum. The improvement in $\mathrm{S} / \mathrm{N}$ by coadding the two spectra would be marginal.

### 3.5. Radial velocities

Our measured radial velocities are generally in very good agreement with the Gaia radial velocities. However there are eleven spectra, of ten stars for which the difference between our measurement and Gaia exceeds $3 \sigma$, where $\sigma$ is computed by adding under quadrature the errors associated to each measurement. In some cases this is certainly due to real radial velocity variations possibly due to the fact that the star is a binary system. In none of our spectra we detect a secondary spectrum of a companion, so if any of the stars is binary indeed, the companion must be much less luminous, implying a small veiling of the spectrum. This gives us confidence on our approach of analysing all stars as single stars.

The most clear case is TYC 4584-784-1 for which our Sophie radial velocity differ by $10.29 \mathrm{kms}^{-1}$ from that of Gaia. Also the error on the Gaia radial velocity is large for a star of this brightness, almost $1 \mathrm{kms}^{-1}$. Other very clear cases are TYC 4331-136-1, BD-07 3523, BD +24 2817, HD 139423, BD + 393309 , HD 354750 and TYC 565-1564-1. A borderline case is that of TYC 2824-1963-1 two Sophie spectra provide radial velocities that differ by just over $3 \sigma$ from that of Gaia, which however has a an error of only $0.33 \mathrm{kms}^{-1}$. It will be interesting to see the Gaia DR3 radial velocity for this star.

A controversial case is that of $\mathrm{BD}+074625$, we have observed two spectra with FIES and one with Sophie. The Sophie radial velocity is at $4 \sigma$ of the Gaia one, while the two FIES radial velocities are at 0.19 and $1.9 \sigma$ from the Gaia one, which has a small error of $0.19 \mathrm{kms}^{-1}$. The FIES spectra were taken 55.75 days before the Sophie one. One should also consider that the standard deviation of the FIES and Sophie radial velocities is of 0.48 kms and the mean is perfectly consistent with Gaia. Again the Gaia DR3 radial velocities for this star will be very interesting. Another suspicious case is BD +254520 , this star has been observed with HARPS-N and 77 days later with Sophie. While the radial velocity derived from the HARPS-N agrees with the Gaia radial velocity to better than $1 \sigma$ that from the Sophie spectrum differs by more than $3 \sigma$. It is interesting to note that the Gaia radial velocity has been derived from only three transits, and that the the Gaia error, $0.32 \mathrm{kms}^{-1}$, is very similar to the standard deviation of the two HARPS-N and SOPHIE measurements, $0.35 \mathrm{kms}^{-1}$. We suspect this star to be a radial velocity variable of low amplitude, possibly of the order of $1 \mathrm{kms}^{-1}$.

## 4. Analysis

### 4.1. Stellar parameters

The sample presented here is the the first of a series and we expect to have many spectra to be analyse in the future, as explained in Sec.2. We then need an a way to analyse these stars that is as automated and objective as possible The stellar parameters have been derived by using the Gaia data release early three (GaiaEDR3). To deredden the Gaia photometry, we used the maps from Schlafly et al. (2012), and by iterating the computation of the dereddening we took into account the stellar parameters. First, we derived the absolute $G$ magnitude by applying the parallax, corrected for the zero point as suggested by Lindegren et al. (2021). The Gaia $G_{B P}-G_{R P}$ colour, the absolute $G$ magnitude with a first guess metallicity have been compared to synthetic colours in order to derive the first guess stellar parameters. This first guess of the stellar parameters are fed to MyGIsFOS (Sbordone et al. 2014) to derive the stellar metallicity. The metallicity derived by MyGIsFOS is then used as input to derive new stellar parameters. The process has been iterated up to when the changes in stellar parameters were less than 50 K in $T_{\text {eff }}$, and less than 0.05 dex in $\log g$. For the micro-turbulence, we used the calibration by Mashonkina et al. (2017) at any iteration, and applied these values as final choice. The stellar parameters and derived metallicity are reported in Table 1.


Fig. 1. The $\left(T_{\text {eff }}, \log g\right)$ plot with the observed stars (black stars) and a PARSEC (Bressan et al. 2012; Marigo et al. 2017) isochrone of 10 Gyr and metallicity -1.5 . The dashed lines delimit the grid used by MyGIsFOS in the chemical analysis. LL: this figure is not mentioned in the text

### 4.2. Comparison of the stellar parameters with Starhorse

The results obtained for the stellar parameters from our spectra can be compared to those obtained by Starhorse. This comparison can be important to evaluate the use of this database. In Fig.2, we show the case of $\log g$ where a positive offset ( 0.16 dex) and a dispersion are visible, in particular for $\log g<1$, with a standard deviation of 0.20 dex. In Fig. 3, we present the case of $T_{\text {eff }}$. Again there is a positive offset of 154 K , with a standard

Table 1. Stellar parameters of the sample with extra information. For column "Selection" see Sect 2; columns parallax, g, and bp-rp are from Gaia (DR2), teff50 and $\log 50$ are from the Starhorse database (excluding * taken from APOGEE survey); vel tot was computed from Gaia (DR2) data considering proper motions, parallax and radial velocity.

| Star | $\begin{aligned} & T_{\text {eff }} \\ & {[\mathrm{K}]} \end{aligned}$ | $\begin{aligned} & \log g \\ & {[\mathrm{gcs}]} \\ & \hline \end{aligned}$ | $\begin{gathered} \xi \\ \mathrm{kms}^{-1} \end{gathered}$ | [Fe/H] | Selection | $\begin{gathered} \text { parallax } \\ \text { mas } \end{gathered}$ | $\begin{gathered} G \\ \mathrm{mag} \end{gathered}$ | $\begin{gathered} G_{B P}-G_{R P} \\ \text { mag } \end{gathered}$ | $\begin{gathered} \hline \text { teff50 } \\ {[\mathrm{K}]} \\ \hline \end{gathered}$ | $\begin{gathered} \operatorname{logg} 50 \\ {[\mathrm{cgs}]} \end{gathered}$ | $\begin{gathered} \mathrm{vel}_{t o t} \\ \mathrm{kms}^{-1} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TYC 2588-1386-1 | 4130 | 0.66 | 1.99 | -1.74 | APOGEE | 0.129 | 11.73 | 1.58 | 4319** | 1.27* | 289.0 |
| TYC 3085-119-1 | 4820 | 2.26 | 1.56 | -1.51 | APOGEE | 0.954 | 10.38 | 1.12 | 4745* | $2.14 *$ | 122.0 |
| BD+13 2383 | 4458 | 1.54 | 1.65 | -0.56 | mince 1 | 1.319 | 8.54 | 1.35 | 4751 | 1.68 | 27.0 |
| BD+24 2817 | 4722 | 1.89 | 1.56 | 0.02 | mince 1 | 1.61 | 8.54 | 1.3 | 4981 | 2.12 | 73.0 |
| BD-00 3963 | 4970 | 1.92 | 1.68 | -0.13 | mince 1 | 1.68 | 8.54 | 1.3 | 4936 | 2.0 | 43.0 |
| HD 87740 | 4746 | 1.89 | 1.62 | -0.56 | mince 1 | 1.448 | 8.56 | 1.2 | 4838 | 1.96 | 45.0 |
| HD 91276 | 4610 | 1.73 | 1.63 | -0.58 | mince 1 | 1.372 | 8.57 | 1.26 | 4802 | 1.83 | 60.0 |
| HD 130971 | 4045 | 1.21 | 1.61 | -0.64 | mince 1 | 1.247 | 8.6 | 1.68 | 4658 | 1.48 | 40.0 |
| HD 138934 | 4725 | 2.41 | 1.34 | -0.19 | mince 1 | 2.296 | 8.01 | 1.26 | 4947 | 2.12 | 27.0 |
| HD 165400 | 4942 | 1.68 | 1.79 | -0.25 | mince 1 | 1.37 | 8.34 | 1.27 | 4825 | 1.78 | 23.0 |
| BD+03 4904 | 4497 | 1.03 | 2.06 | -2.58 | mince2 | 0.398 | 9.5 | 1.38 | 4528 | 1.1 | 307.0 |
| BD+04 18 | 4053 | 0.74 | 1.9 | -1.48 | mince2 | 0.293 | 9.19 | 1.6 | 4284 | 0.67 | 484.0 |
| BD+06 2880 | 4167 | 0.82 | 1.91 | -1.45 | mince2 | 0.616 | 9.18 | 1.53 | 4463 | 1.14 | 378.0 |
| BD+07 4625 | 4757 | 1.64 | 1.86 | -1.93 | mince2 | 1.209 | 8.61 | 1.24 | 4877 | 1.79 | 570.0 |
| BD+07 4625 | 4757 | 1.64 | 1.86 | -1.95 | mince2 | 1.209 | 8.61 | 1.24 | 4877 | 1.79 | 570.0 |
| BD+11 2896 | 4254 | 1.07 | 1.83 | -1.41 | mince2 | 0.771 | 8.72 | 1.48 | 4243 | 1.21 | 286.0 |
| BD+20 3298 | 4154 | 0.57 | 2.07 | -1.95 | mince2 | 0.476 | 8.77 | 1.64 | 4742 | 1.39 | 423.0 |
| BD+25 4520 | 4276 | 0.7 | 2.08 | -2.27 | mince2 | 0.245 | 9.25 | 1.61 | 4386 | 0.72 | 445.0 |
| $B D+254520$ | 4276 | 0.7 | 2.08 | -2.28 | mince2 | 0.245 | 9.25 | 1.61 | 4386 | 0.72 | 445.0 |
| BD+31 2143 | 4565 | 1.15 | 2.03 | -2.37 | mince2 | 0.595 | 8.87 | 1.3 | 4689 | 1.26 | 359.0 |
| BD+32 2483 | 4516 | 1.17 | 1.99 | -2.25 | mince2 | 0.404 | 9.83 | 1.32 | 4473 | 1.3 | 259.0 |
| BD+35 4847 | 4237 | 0.76 | 2.01 | -1.92 | mince2 | 0.644 | 8.46 | 1.61 | 4725 | 1.48 | 263.0 |
| BD+39 3309 | 4909 | 1.73 | 1.94 | -2.58 | mince2 | 0.704 | 9.6 | 1.1 | 4855 | 1.9 | 300.0 |
| BD+48 2167 | 4468 | 1.0 | 2.04 | -2.29 | mince2 | 0.429 | 9.32 | 1.36 | 4498 | 1.09 | 255.0 |
| BD-00 4538 | 4482 | 1.29 | 1.88 | -1.9 | mince2 | 0.853 | 8.77 | 1.34 | 4607 | 1.41 | 320.0 |
| BD-07 3523 | 4193 | 0.71 | 2.02 | -1.95 | mince2 | 0.408 | 9.12 | 1.58 | 4410 | 0.83 | 249.0 |
| HD 115575 | 4393 | 1.08 | 1.94 | -1.99 | mince2 | 0.694 | 9.02 | 1.45 | 4579 | 1.26 | 324.0 |
| HD 139423 | 4287 | 0.7 | 2.05 | -1.71 | mince2 | 0.808 | 8.02 | 1.5 | 4369 | 0.92 | 431.0 |
| HD 142614 | 4316 | 0.87 | 1.96 | -1.46 | mince2 | 0.668 | 8.73 | 1.45 | 4370 | 1.12 | 412.0 |
| HD 208316 | 4249 | 0.79 | 1.98 | -1.61 | mince2 | 0.654 | 8.35 | 1.51 | 4390 | 0.9 | 315.0 |
| HD 238439 | 4154 | 0.53 | 2.1 | -2.09 | mince2 | 0.29 | 9.26 | 1.6 | 4533 | 0.96 | 415.0 |
| HD 354750 | 4626 | 0.9 | 2.17 | -2.36 | mince2 | 0.177 | 10.59 | 1.43 | 4426 | 0.94 | 235.0 |
| TYC 4-369-1 | 4234 | 0.89 | 1.94 | -1.84 | mince2 | 0.216 | 10.78 | 1.49 | 4439 | 0.96 | 345.0 |
| TYC 33-446-1 | 4289 | 0.75 | 2.07 | -2.22 | mince2 | 0.185 | 10.09 | 1.52 | 4323 | 0.69 | 280.0 |
| TYC 1008-1200-1 | 4199 | 0.78 | 2.01 | -2.23 | mince2 | 0.226 | 10.19 | 1.74 | 4335 | 0.7 | 426.0 |
| TYC 2824-1963-1 | 4036 | 0.64 | 1.95 | -1.6 | mince2 | 0.185 | 10.06 | 1.69 | 4241 | 0.66 | 433.0 |
| TYC 3944-698-1 | 4091 | 0.45 | 2.11 | -2.18 | mince2 | 0.225 | 9.9 | 1.81 | 4523 | 0.96 | 270.0 |
| TYC 4001-1161-1 | 4129 | 0.75 | 1.94 | -1.62 | mince2 | 0.42 | 10.09 | 1.87 | 4556 | 1.07 | 423.0 |
| TYC 4221-640-1 | 4295 | 0.66 | 2.12 | -2.27 | mince2 | 0.188 | 10.59 | 1.55 | 4421 | 0.82 | 387.0 |
| TYC 4267-2023-1 | 4660 | 0.96 | 2.11 | -1.74 | mince2 | 0.62 | 9.5 | 1.84 | 4607 | 1.16 | 372.0 |
| TYC 4331-136-1 | 4133 | 0.5 | 2.13 | -2.53 | mince2 | 0.513 | 9.53 | 2.11 | 4385 | 0.74 | 201.0 |
| TYC 4584-784-1 | 4232 | 0.8 | 2.0 | -2.04 | mince2 | 0.192 | 10.62 | 1.59 | 4261 | 0.78 | 326.0 |
| BD+21 4759 | 4503 | 1.06 | 2.05 | -2.51 | mince2 | 0.397 | 9.44 | 1.37 | 4565 | 1.15 | 266.0 |

deviation of 176 K most prominent for $T_{\text {eff }}<4300 \mathrm{~K}$. Overall, the Starhorse database is certainly suitable for our selection, at least for what concern $\log g$ and $T_{\text {eff. }}$. In the future, we will also consider to use the values derived by Starhorse as first guess of the stellar parameters applying suitable corrections inferred by the comparison with our results, omitting the procedure described above. In both figures, we present also the comparison to the measurements obtained by the APOGEE survey, although only for a sample of two stars. We cannot draw valid conclusions from only two objects, but clearly for the cooler star the difference in $\log g$ is not negligible, although the $T_{\text {eff }}$ shows only a moderate difference of $\sim 200 \mathrm{~K}$.

## 5. Abundances

With MyGIsFOS we derived the abundances up to the iron peak, that we report in the on-line Table, where we also provide the errors based on standard deviation of the abundances measured from the different lines of the same ion: for this reason, ions measured from a single line do not have associated errors. It is realistic to consider in this case the highest sigma obtained among the other elements (see Tables A.1-A.3). Moreover, to these errors, one should add in quadrature the error generated from the assumed stellar atmospheres. Typical errors due to uncertainties in atmospheric parameters are the same as provided in Table 8 of Matas Pinto et al. (????). The two stars in that paper are in the typical parameter range of the MINCE targets and


Fig. 2. The comparison of the $\log g$ obtained for our MINCE stars to the $\log g$ obtained by Starhorse Anders et al. (2019), the blue solid dots are the stars selected with the mince 2 selection, the squares with mince1. The error-bars considered are 84th and 16th percentile obtained from the Bayesian approach used in Starhorse. There are two exceptions, presented with hexagons with a red contour These two stars were selected from the APOGEE survey, from which we adopted the comparison $\log g$ and the errors.


Fig. 3. The same as Fig.2, but for the $T_{\text {eff }}$.
have been analysed with the same methods. When not specified, we adopt as metallicity the abundance derived from $\mathrm{Fe}_{\mathrm{I}}$ lines. PB check the following is true! Since our surface gravities are derived form the parallaxes and not Fe ionisation equilibrium, in order to minimise the gravity dependence in abundance ratios we adopt $[\mathrm{X} / \mathrm{Fe}]=[\mathrm{X} / \mathrm{Fe} \mathrm{I}]$ where X is a neutral species and $[\mathrm{X} / \mathrm{Fe}]=\left[\mathrm{X} / \mathrm{Fe}_{\text {II }}\right]$ for ionised species. The exception is oxygen: since all our oxygen abundances are derived from the forbidden lines, whose dependence on surface gravity is closer to that of an ionised species than to that of a neutral species we adopt $[\mathrm{O} / \mathrm{Fe}]$ $=\left[\mathrm{O} / \mathrm{Fe}_{\text {II }}\right]$ as done by Cayrel et al. (2004). The solar abundances we adopted are reported in Table 2 and they are the values we used to computed our stellar models as well as to derive $[\mathrm{X} / \mathrm{H}]$ and $[\mathrm{X} / \mathrm{Fe}]$ ratios.

Table 2. Solar abundances.

| Element | $\mathrm{A}(\mathrm{X})$ | Reference |
| :--- | :--- | :--- |
| C | 8.50 | Caffau et al. (2011) |
| O | 8.76 | Caffau et al. (2011) |
| Na | 6.30 | Lodders et al. (2009) |
| Mg | 7.54 | Lodders et al. (2009) |
| Al | 6.47 | Lodders et al. (2009) |
| Si | 7.52 | Lodders et al. (2009) |
| Ca | 6.33 | Lodders et al. (2009) |
| Sc | 3.10 | Lodders et al. (2009) |
| Ti | 4.90 | Lodders et al. (2009) |
| V | 4.00 | Lodders et al. (2009) |
| Cr | 5.64 | Lodders et al. (2009) |
| Mn | 5.37 | Lodders et al. (2009) |
| Fe | 7.52 | Caffau et al. (2011) |
| Co | 4.92 | Lodders et al. (2009) |
| Ni | 6.23 | Lodders et al. (2009) |
| Cu | 4.21 | Lodders et al. (2009) |
| Zn | 4.62 | Lodders et al. (2009) |

## 6. Reference chemical evolution models

The main scope of Galactic Archaeology is to constrain the formation and evolution of the Milky Way from the observed chemical abundances. Hence, in the Result Sections we compare the stellar abundance ratios from the MINCE project with the predictions of chemical evolution models. In particular, in this Section we briefly recall the main characteristics of the reference chemical evolution we use in this study for i) the Milky disc and ii) the Gaia-Sausage-Enceladus (GSE) accretion event (Belokurov et al. 2018; Haywood et al. 2018; Helmi et al. 2018), respectively.

### 6.1. Model for the disc components by Spitoni et al. (2021)

Spitoni et al. (2021) presented a revised version of the classical two-infall chemical evolution model (Chiappini et al. 1997) in order to reproduce the Galactic disc components as traced by the APOGEE DR16 (Ahumada et al. 2020) abundance ratios. In this model, the Galactic disc is assumed to be formed by two independent, sequential episodes of gas accretion giving rise to the thick and thin disc components, respectively. As already pointed out by Spitoni et al. (2019b, 2020) and Palla et al. (2020) the signature of a delayed gas-rich merger (i.e. the delay between the two gas infall is $\sim 4 \mathrm{Gyr}$ ) is imprinted in the APOGEE abundance ratios. We recall that in Spitoni et al. (2021) a Bayesian framework based on MCMC methods has been used to find the best chemical evolution model constrained by APOGEE DR16 $[\mathrm{Mg} / \mathrm{Fe}]$ and $[\mathrm{Fe} / \mathrm{H}]$ abundance ratios at different Galactocentric distances. In the solar neighborhood, the dilution effect caused by the second infall produces a characteristic feature in the $[\alpha / \mathrm{Fe}]$ and $[\mathrm{Fe} / \mathrm{H}]$ space. In fact, the late accretion of pristine gas has the effect of decreasing the metallicity of stars born immediately after the infall event, leading to a evolution at nearly constant $[\alpha / \mathrm{Fe}]$ since both $\alpha$ and Fe are diluted by the same amount (Spitoni et al. 2019b).

The Scalo (1986) initial stellar mass function (IMF), constant in time and space has been adopted.

The model computed in the solar vicinity ( 8 kpc ) assumes primordial infall for both infall episodes but different star formation efficiencies (SFEs): $2 \mathrm{Gyr}^{-1}$ (thick disc) and $1 \mathrm{Gyr}^{-1}$ (thin disc). We refer the reader to the middle column (model for the solar vicinity) of Table 2 in Spitoni et al. (2021) for the
values of the best-fit model parameters as predicted by MCMC calculations: i.e. gas infall timescales, present-day total surface mass density ratio and the delay between the two gas infall. It is worth mentioning that the predicted present-day total surface mass density ratio between thin and thick disc sequences of $5.635_{-0.162}^{+0.214}$ is in very good agreement with the value derived by Fuhrmann et al. (2017) for the local mass density ratio (5.26).

In this paper, we compare observational data for $\alpha$ and ironpeak elements with model predictions in the solar neighbourhood adopting the same nucleosynthesis prescriptions as in Spitoni et al. (2021), i.e. applying the ones suggested by François et al. (2004). This set of yields has been widely used in the past (Cescutti et al. 2007; Mott et al. 2013; Spitoni et al. 2015, 2019a,b) and turned out to be able to reproduce the main chemical abundances of the solar neighbourhood. The elements Na, $\mathrm{Al}, \mathrm{V}, \mathrm{Cr}$ and Cu were not considered in François et al. (2004) and we do not show model results for these elements here.

### 6.2. GSE

A large fraction of the halo stars in the solar vicinity are the result of an accretion event, associated to a disrupted satellite, dubbed GSE (Belokurov et al. 2018; Haywood et al. 2018; Helmi et al. 2018). MAYBE YES? In this work we do not propose the probability of MINCE stars to be part of GSE, or other substructures, but we plan to present these results in a future paper. Still, we decide to compare our data to a model built to describe the chemical enrichment evolution in GSE. The model and the exact parameters are described in Cescutti et al. (2020), but to summarise the most important feature, its evolution is similar to a dwarf spheroidal galaxy (Lanfranchi et al. 2008), so less massive than our Galaxy by around a factor of 30 at the beginning. However, given its galactic winds and the less efficient star formation ending 6 Gyr ago, its stellar content is only a hundredth of the Galactic stellar mass. The nucleosynthesis adopted is basically the same of François et al. (2004), to be consistent with the model in Spitoni et al. (2021). The only difference is that the iron production assumed for SNe II is $0.07 \mathrm{M}_{\odot}$ for the SNe II (Limongi \& Chieffi 2018, see) in Cescutti et al. (2020), which is about a factor of 2 lower than the iron consider in François et al. (2004). For this reason, we decide to decrease accordingly the yields for iron peak elements from massive stars by a factor of 2 ; any other deviation is described for the specific element.

## 7. Results for $\alpha$-elements

In Figs. 4, 5, 6, 7, 8 and 9 , we show our results for the $\alpha$-elements $\mathrm{O}, \mathrm{Mg}, \mathrm{Si}, \mathrm{Ca}$ and Ti , respectively. In these plots, we present our results compared to the results obtained by Ishigaki et al. (2012), in which the $\alpha$-elements were also measured (with the exception of oxygen) for a sample of 97 stars and in which they distinguish among data from the halo (inner and outer) and from the thick disc. We did not compute explicitly the probability of our stars to belong to one population or another (or to GSE mentioned before). On the other hand, it is relative safe to assume that the stars being chosen with a mince 2 selection, so with a high total kinetic energy, shall belong to the halo, considering both accreted and in-situ component. PB this sounds very shaky. In the case of a massive accretion, like GSE, stars that were in an existing disc can be sent into high speed orbits. At this stage we should be very cautious with our claims For titanium, we present the results obtained for both Ti I and Ti II.


Fig. 4. $[\mathrm{O} / \mathrm{Fe}]$ vs $[\mathrm{Fe} / \mathrm{H}]$ abundances measured in the MINCE stars: blue solid dots stars selected with the mince 2 selection, hexagons from APOGEE. Cyan lines connect the abundances measured for the same stars with spectra taken from two facilities. The black lines refers to the chemical evolution model by Spitoni et al. (2021) for the discs of our Galaxy, whereas the blue line is a model for GSE (Cescutti et al. 2020).


Fig. 5. The same as Fig.4, but for $[\mathrm{Mg} / \mathrm{Fe}]$ vs $[\mathrm{Fe} / \mathrm{H}]$. We present here also the results by Ishigaki et al. (2012) with black symbols; in this case dots are stars belonging to the halo, squares are stars belonging to thick disc.

For all the $\alpha$-elements, our results are in good agreement with the abundances obtained by Ishigaki et al. (2012). Possibly, the exception is the case of Ti II. For the ionised titanium, Ishigaki et al. (2012) show slightly higher ratios of [Ti II/Fe II], which are also not completely consistent with the determination of Ti I. Ishigaki et al. (2012) used surface gravities derived from the iron ionisation equilibrium, while we use Gaia parallaxes, thus it is not surprising that we disagree on the abundances of ionised species. Oxygen was not determined in Ishigaki et al. (2012), but the trend appears similar to the trends of the other $\alpha$ elements, as expected; the only difference is that the ratio $[\mathrm{O} / \mathrm{Fe}]$ is on average higher compared to the other $\alpha$-elements.

Comparing our results, to the model describing the chemical evolution of the discs of our Galaxy and the GSE, we note that all the stellar $[\alpha / \mathrm{Fe}]$ ratios are on average slightly (0.1-0.2) below the expected trend for GSE, more in agreement with the trend ob-


Fig. 6. The same as Fig.5, but for $[\mathrm{Si} / \mathrm{Fe}]$ vs $[\mathrm{Fe} / \mathrm{H}]$.


Fig. 7. The same as Fig.5, but for $[\mathrm{Ca} / \mathrm{Fe}]$ vs $[\mathrm{Fe} / \mathrm{H}]$.
tained for the discs of our Galaxy. The exception is magnesium and oxygen, that as mentioned above appears to be enhanced in our results compared to other $\alpha$-elements.

This would imply that none of these stars actually belong to GSE, however we think that this outcome can be connected to the choice of the iron yields, or to a more complex dependence to the $\alpha$-elements. The chemical differences expected between GSE and the disc of our Galaxy reside in the $[\alpha / \mathrm{Fe}]$ vs $[\mathrm{Fe} / \mathrm{H}]$ observed at $[\mathrm{Fe} / \mathrm{H}]>-1.5$ where the two models show a clear difference, but most of our stars have lower metallicity so we cannot firmly distinguish chemically, and only kinematics will help in eventually disentangle the two populations. PB: really ?!? to be discussed

## 8. Results for sodium at aluminum

[some comments on possible NLTE effect?]
In Fig.10, we present the plot for sodium. Again, the comparison with the reference results by Ishigaki et al. (2012) are satisfactory. It also present a dispersion in the data that can be at least partially reduced by taking into account NLTE effects (citation missing). We show in Fig. 11 the ratio obtained for alu-


Fig. 8. The same as Fig.5, but for $[\mathrm{Ti} / \mathrm{Fe}]$ vs $[\mathrm{Fe} / \mathrm{H}]$.


Fig. 9. The same as Fig.5, but for [Ti II/Fe II] vs [Fe II/H].
minum, not present in the Ishigaki et al. (2012) data. The dispersion is not present in this case, if we exclude three stars, with an enhancement of $[\mathrm{Al} / \mathrm{Fe}]>0.4$. Two of them have an enhancement of sodium too. [mixing going on?]

## 9. Results for iron-peak elements

In Figs. 12-20, we present the results that we have obtained for the iron peak elements. Among the iron peak elements, copper presents the largest offset among the chemical abundance measurements of the two duplicate stars. The difference is anyway $<0.2$ dex and for most of the other elements is well below 0.1 dex.

For all these elements, we also shown the data obtained by Ishigaki et al. (2013) for a similar sample of stars. Not surprisingly, most of the iron peak elements have a chemical evolution similar to the one of iron, being produced in a similar manner by SNe II and SNe Ia and therefore presenting a solar ratio. The most intriguing exceptions are manganese and copper that in the stellar atmosphere of our sample have negative abundance ratios compared to iron (normalised to the Sun). Manganese is a remarkable element, because it has a single stable isotope and for this reason its production is quite sensitive to the explosion


Fig. 10. The same as Fig.4, but for $[\mathrm{Na} / \mathrm{Fe}]$ vs $[\mathrm{Fe} / \mathrm{H}]$.


Fig. 11. The same as Fig.5, but for $[\mathrm{Al} / \mathrm{Fe}]$ vs $[\mathrm{Fe} / \mathrm{H}]$.
conditions. In fact, theoretical computations have found that different classes of supernovae are expected to produce different amount of manganese. Thanks to this characteristic, it was possible to exclude the exclusive enrichment of single degenerate SNe Ia from chemical evolution modelling. It was also possible to evaluate the fraction of different SNe Ia contributing to the enrichment of manganese Seitenzahl et al. (2013); Eitner et al. (2020), although the impact of NLTE in the determination and also the exact metallicity dependence of the yields of SNe II can impact the exact determination of this fraction. Moreover, the differential enrichment of manganese by the SNe Ia classes may also produce a spread in the enrichment, as shown in Cescutti \& Kobayashi (2017).

On the other hand, copper is not expected to be significantly produced by SNe Ia , and the rise toward the solar metallicity is driven by a strong metal dependency in SNe II Timmes et al. (1995). Contrary to copper and manganese, scandium presents a behaviour similar to the one of the $\alpha$-elements, with a $[\mathrm{Sc} / \mathrm{Fe}]>0$ for $[\mathrm{Fe} / \mathrm{H}]<-1$. This is controversial, in the sense that the results from François et al. (2004) seem to indicate a behaviour similar to standard iron peak elements, so an about constant $[\mathrm{Sc} / \mathrm{Fe}] \sim 0$. In this case, it is difficult also to rely to theoretical nucleosynthesis expectations, since the yields for scandium
are usually too low by 1 dex (Romano et al. 2010; Kobayashi et al. 2011). [Comment of the use of Sc I or Sc II??]. The chemical evolution deduced from the MINCE stars for the rest of our iron peak elements appears to be remarkably similar to iron. We also note that our estimates for Cr I and Cr II are in agreement, contrary to the discrepancy observed in the Ishigaki et al. (2013) data for this element between ionized and neutral species; in fact, for this comparison data set it is present an average $[\mathrm{Cr} \mathrm{I} / \mathrm{Fe} \mathrm{I}]$ ratio slightly below solar ratio, and slightly above for $[\mathrm{Cr} \mathrm{II} / \mathrm{Fe}$ II]. This trend of $[\mathrm{Cr} / \mathrm{Fe}]$ is also compatible to the results obtained applying NLTE corrections for chromium in Bergemann \& Cescutti (2010).

Four stars appear to be enhanced in vanadium for $[\mathrm{Fe} / \mathrm{H}]<$ -1.5 compared to rest of the sample. Similarly, four stars in the (Ishigaki et al. 2013) sample have this characteristic. Moreover, the stars with high $[\mathrm{V} / \mathrm{Fe}]$ at $[\mathrm{Fe} / \mathrm{H}] \sim-2.5$ shows also a high $[\mathrm{Ni} / \mathrm{Fe}]$ (and a low [ $\mathrm{Sc} \mathrm{II} / \mathrm{Fe} \mathrm{II}]$ ).

We show the chemical evolution tracks also for iron peak elements, but we are afraid that the yields assumed (we recall that we use François et al. 2004) are not the final answer, as shown already for manganese (Cescutti et al. 2008; Seitenzahl et al. 2013; Cescutti \& Kobayashi 2017) and possibly true for other elements. Clearly, the chemical evolution models can only be as good as their nucleosynthesis input and the iron peak nucleosynthesis is not so well understood at present (see for example Fig. 15 of Kobayashi et al. 2011). On the other hand, the chemical traces for Enceladus seem to capture the possible role and timescale of SNe Ia at least for manganese and nickel.


Fig. 12. The same as Fig. 5, but for [Sc II/Fe II] vs [FeII/H].

## 10. Conclusions

We describe the method adopted in the MINCE project to select our sample, determine the stellar atmosphere of our stellar targets and measure at at intermediate-low metallicity the chemical abundances of several $\alpha$-elements and iron peak elements, Na and Al. The first selection criteria, based solely on Starhorse Anders et al. (2019) was not ideal. It allowed to select properly the characteristics of the stars in term of $\log g$ and $T_{\text {eff }}$. It also correctly determines metal-poor stars, but not as metal-poor as requested by our project $([\mathrm{Fe} / \mathrm{H}]<-1)$. For this reason, we implement also a selection based on kinematics by requiring the $v_{\text {tot }}>200 \mathrm{~km} / \mathrm{s}$, so stars not belonging to discs of our Galaxy. With this new constraint, the selection is successful in finding


Fig. 13. Similar as Fig.6, but for $[\mathrm{V} / \mathrm{Fe}]$ vs $[\mathrm{Fe} / \mathrm{H}]$. The comparison sample is in this case from Ishigaki et al. (2013).


Fig. 14. Same as Fig.13, but for $[\mathrm{Cr} / \mathrm{Fe}]$ vs $[\mathrm{Fe} / \mathrm{H}]$.
stars with metallicities below $[\mathrm{Fe} / \mathrm{H}]<-1$ and therefore within the MINCE metallicity range. The comparison with a similar sample produced by Ishigaki et al. (2012) and Ishigaki et al. (2013) has shown that our approach is sound and our results are valid. The determination of abundances from two stars from spectra taken by different spectrographs produce the same results, showing that our outcome are solid and independent of the facility used. Thanks to this outcome, we can move forward, extending our chemical abundance measurements to neutron capture elements that are the main focus of the MINCE project.
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## Appendix A: Tables with Chemical abundances

Table A.1. Table with the abundances of elements in their ionization state from O I to Sc II in $[\mathrm{X} / \mathrm{H}]$, with the sigma based on the line to line dispersion and the number of lines for each ion.

|  | Star | O I | $\sigma$ | N | Na I | $\sigma$ | N | Mg I | $\sigma$ | N | Al I | $\sigma$ | N | Si I | $\sigma$ | N | Ca I | $\sigma$ | N | Sc II | $\sigma$ | N |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | BD-00 4538 | -1.124 | 0.0 | 1 | -2.106 | 0.048 | 3 | -1.425 | 0.117 | 4 | -99.0 | 0.0 | 0 | -1.528 | 0.046 | 14 | -1.552 | 0.057 | 25 | -1.539 | 0.116 | 10 |
|  | BD+03 4904 | -1.442 | 0.0 | 1 | -99.0 | 0.0 | 0 | -2.032 | 0.084 | 4 | -99.0 | 0.0 | 0 | -2.235 | 0.0 | 1 | -2.249 | 0.082 | 22 | -2.251 | 0.145 | 8 |
|  | BD+04 18 | -0.594 | 0.0 | 1 | -1.795 | 0.033 | 2 | -0.898 | 0.0 | 1 | -1.438 | 0.027 | 2 | -1.094 | 0.094 | 11 | -1.277 | 0.055 | 12 | -1.04 | 0.104 | 4 |
|  | BD+074625 | -99.0 | 0.0 | 0 | -2.359 | 0.005 | 2 | -1.577 | 0.072 | 4 | -99.0 | 0.0 | 0 | -1.745 | 0.082 | 12 | -1.683 | 0.046 | 26 | -1.712 | 0.165 | 11 |
|  | BD+07 4625 | -99.0 | 0.0 | 0 | -2.376 | 0.02 | 3 | -1.628 | 0.089 | 3 | -99.0 | 0.0 | 0 | -1.725 | 0.073 | 11 | -1.731 | 0.05 | 18 | -1.783 | 0.091 | 8 |
|  | BD+11 2896 | -0.804 | 0.0 | 1 | -1.579 | 0.046 | 4 | -0.999 | 0.075 | 3 | -1.323 | 0.024 | 3 | -1.113 | 0.1 | 19 | -1.093 | 0.063 | 19 | -1.129 | 0.157 | 6 |
|  | BD+20 3298 | -1.086 | 0.0 | 1 | -2.061 | 0.037 | 4 | -1.453 | 0.07 | 3 | -1.849 | 0.0 | 1 | -1.56 | 0.089 | 20 | -1.569 | 0.055 | 23 | -1.67 | 0.14 | 9 |
|  | BD+214579 | -99.0 | 0.0 | 0 | -99.0 | 0.0 | 0 | -1.931 | 0.11 | 3 | -99.0 | 0.0 | 0 | -2.034 | 0.0 | 1 | -2.164 | 0.086 | 20 | -2.049 | 0.098 | 7 |
|  | $\mathrm{BD}+254520$ | -1.448 | 0.064 | 2 | -2.505 | 0.046 | 2 | -1.783 | 0.0 | 1 | -99.0 | 0.0 | 0 | -1.935 | 0.079 | 11 | -1.969 | 0.061 | 20 | -1.935 | 0.128 | 8 |
|  | $\mathrm{BD}+254520$ | -1.544 | 0.031 | 2 | -2.489 | 0.015 | 3 | -1.708 | 0.152 | 2 | -99.0 | 0.0 | 0 | -1.956 | 0.041 | 13 | -1.962 | 0.045 | 24 | -1.988 | 0.134 | 11 |
|  | BD+31 2143 | -1.314 | 0.046 | 2 | -2.493 | 0.023 | 2 | -1.744 | 0.138 | 5 | -99.0 | 0.0 | 0 | -1.873 | 0.102 | 10 | -1.988 | 0.073 | 28 | -1.973 | 0.125 | 10 |
|  | BD+32 2483 | -99.0 | 0.0 | 0 | -2.439 | 0.054 | 3 | -1.68 | 0.112 | 4 | -99.0 | 0.0 | 0 | -1.811 | 0.058 | 11 | -1.872 | 0.075 | 28 | -1.932 | 0.102 | 11 |
|  | BD+35 4847 | -1.019 | 0.027 | 2 | -1.817 | 0.042 | 4 | -1.283 | 0.0 | 1 | -1.434 | 0.031 | 2 | -1.432 | 0.072 | 17 | -1.543 | 0.051 | 23 | -1.521 | 0.129 | 8 |
|  | BD+39 3309 | -99.0 | 0.0 | 0 | -99.0 | 0.0 | 0 | -2.117 | 0.071 | 3 | -99.0 | 0.0 | 0 | -2.114 | 0.031 | 2 | -2.224 | 0.101 | 24 | -2.321 | 0.137 | 9 |
|  | BD+48 2167 | -1.247 | 0.051 | 2 | -2.402 | 0.03 | 3 | -1.64 | 0.141 | 3 | -99.0 | 0.0 | 0 | -1.887 | 0.095 | 9 | -1.92 | 0.089 | 26 | -1.919 | 0.107 | 10 |
|  | BD-07 3523 | -1.209 | 0.0 | 1 | -2.086 | 0.029 | 4 | -1.419 | 0.0 | 1 | -1.895 | 0.0 | 1 | -1.621 | 0.071 | 16 | -1.618 | 0.048 | 22 | -1.605 | 0.176 | 8 |
|  | BD+06 2880 | -0.617 | 0.039 | 2 | -1.694 | 0.057 | 4 | -0.923 | 0.0 | 1 | -1.423 | 0.006 | 2 | -1.128 | 0.086 | 17 | -1.216 | 0.052 | 14 | -1.149 | 0.133 | 5 |
|  | HD 115575 | -1.176 | 0.016 | 2 | -2.312 | 0.054 | 3 | -1.517 | 0.028 | 2 | -1.92 | 0.0 | 1 | -1.668 | 0.063 | 16 | -1.661 | 0.052 | 25 | -1.66 | 0.159 | 113 |
|  | HD 139423 | -1.006 | 0.035 | 2 | -1.817 | 0.031 | 4 | -1.153 | 0.0 | 1 | -1.527 | 0.057 | 2 | -1.402 | 0.048 | 16 | -1.316 | 0.045 | 23 | -1.504 | 0.116 | 93 |
|  | HD 142614 | -0.849 | 0.033 | 2 | -1.511 | 0.038 | 4 | -0.938 | 0.0 | 1 | -1.314 | 0.012 | 2 | -1.13 | 0.077 | 15 | -1.09 | 0.05 | 16 | -1.143 | 0.144 | 7 7 |
|  | HD 208316 | -0.793 | 0.053 | 2 | -1.645 | 0.044 | 4 | -0.998 | 0.0 | 1 | -1.425 | 0.003 | 2 | -1.265 | 0.067 | 15 | -1.197 | 0.047 | 19 | -1.272 | 0.148 | 7 |
|  | HD 238439 | -1.222 | 0.0 | 1 | -2.255 | 0.024 | 4 | -1.498 | 0.0 | 1 | -1.974 | 0.0 | 1 | -1.782 | 0.078 | 15 | -1.716 | 0.048 | 23 | -1.797 | 0.12 | 8 |
|  | HD 354750 | -99.0 | 0.0 | 0 | -2.213 | 0.0 | 1 | -1.819 | 0.077 | 4 | -99.0 | 0.0 | 0 | -1.8 | 0.149 | 2 | -1.969 | 0.09 | 19 | -2.166 | 0.143 | 8 |
|  | TYC 1008-120 | -1.398 | 0.0 | 1 | -2.374 | 0.008 | 2 | -1.666 | 0.0 | 1 | -99.0 | 0.0 | 0 | -1.766 | 0.157 | 12 | -1.853 | 0.058 | 19 | -1.771 | 0.142 | 8 |
|  | TYC 2588138 | -1.395 | 0.0 | 1 | -1.396 | 0.08 | 4 | -1.22 | 0.214 | 2 | -1.109 | 0.031 | 3 | -1.361 | 0.13 | 18 | -1.389 | 0.08 | 20 | -1.382 | 0.173 | 9 |
|  | TYC 2824-196 | -0.834 | 0.042 | 2 | -1.822 | 0.047 | 4 | -1.088 | 0.0 | 1 | -1.457 | 0.0 | 1 | -1.222 | 0.141 | 15 | -1.285 | 0.084 | 16 | -1.243 | 0.156 | 6 |
|  | TYC 3085119 | -0.785 | 0.0 | 1 | -1.556 | 0.071 | 4 | -1.029 | 0.157 | 4 | -1.187 | 0.054 | 2 | -1.045 | 0.045 | 16 | -1.087 | 0.057 | 24 | -1.04 | 0.095 | 9 |
|  | TYC 33-446 | -1.077 | 0.0 | 1 | -2.291 | 0.229 | 3 | -1.696 | 0.052 | 2 | -99.0 | 0.0 | 0 | -1.779 | 0.118 | 11 | -1.864 | 0.066 | 25 | -1.858 | 0.153 | 10 |
|  | TYC 3944-698 | -1.23 | 0.0 | 1 | -2.295 | 0.108 | 4 | -1.641 | 0.0 | 1 | -99.0 | 0.0 | 0 | -1.724 | 0.133 | 10 | -1.843 | 0.086 | 12 | -1.807 | 0.17 | 7 |
|  | TYC 4001-116 | -0.592 | 0.026 | 2 | -1.775 | 0.047 | 3 | -1.084 | 0.0 | 1 | -1.619 | 0.081 | 2 | -1.208 | 0.091 | 12 | -1.423 | 0.076 | 17 | -1.301 | 0.136 | 4 |
|  | TYC 4221-640 | -1.407 | 0.0 | 1 | -2.538 | 0.111 | 2 | -1.866 | 0.069 | 3 | -99.0 | 0.0 | 0 | -2.117 | 0.067 | 2 | -2.084 | 0.061 | 20 | -2.094 | 0.098 | 7 |
|  | TYC 4267-202 | -1.004 | 0.0 | 1 | -1.894 | 0.039 | 4 | -1.224 | 0.0 | 1 | -1.737 | 0.0 | 1 | -1.539 | 0.044 | 12 | -1.403 | 0.076 | 20 | -1.65 | 0.112 | 9 |
|  | TYC 4331-136 | -99.0 | 0.0 | 0 | -2.745 | 0.0 | 1 | -1.927 | 0.019 | 2 | -99.0 | 0.0 | 0 | -1.964 | 0.112 | 4 | -2.233 | 0.076 | 22 | -2.004 | 0.145 | 6 |
| $\stackrel{\rightharpoonup}{\mathrm{c}}$ | TYC 4-369 | -0.878 | 0.0 | 1 | -1.973 | 0.077 | 4 | -1.312 | 0.0 | 1 | -1.705 | 0.0 | 1 | -1.476 | 0.09 | 15 | -1.537 | 0.062 | 21 | -1.411 | 0.169 | 7 |
| $\stackrel{\square}{0}$ | TYC 4584-784 | -1.327 | 0.0 | 1 | -2.122 | 0.057 | 3 | -1.52 | 0.0 | 1 | -1.637 | 0.0 | 1 | -1.579 | 0.077 | 10 | -1.691 | 0.076 | 21 | -1.664 | 0.122 | 9 |

Table A.2. Table with the abundances of elements in their ionization state from Ti I to Fe I in $[\mathrm{X} / \mathrm{H}]$, with the sigma based on the line to line dispersion and the number of lines for each ion.

| Star | Ti I | $\sigma$ | N | Ti II | $\sigma$ | N | V I | $\sigma$ | N | Cr I | $\sigma$ | N | Cr II | $\sigma$ | N | Mn I | $\sigma$ | N | Fe I | $\sigma$ | N |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BD-00 4538 | -1.634 | 0.074 | 52 | -1.473 | 0.119 | 28 | -1.958 | 0.099 | 20 | -1.935 | 0.093 | 23 | -1.771 | 0.098 | 7 | -2.2 | 0.069 | 14 | -1.9 | 0.094 | 276 |
| BD+03 4904 | -2.282 | 0.102 | 31 | -2.166 | 0.153 | 28 | -2.595 | 0.115 | 6 | -2.686 | 0.111 | 14 | -2.472 | 0.11 | 6 | -2.912 | 0.032 | 7 | -2.573 | 0.122 | 175 |
| BD+04 18 | -1.265 | 0.096 | 22 | -1.047 | 0.082 | 10 | -1.618 | 0.107 | 11 | -1.655 | 0.153 | 7 | -1.231 | 0.0 | 1 | -1.845 | 0.113 | 9 | -1.48 | 0.123 | 139 |
| BD+074625 | -1.744 | 0.083 | 47 | -1.624 | 0.09 | 28 | -2.037 | 0.096 | 10 | -2.01 | 0.087 | 20 | -1.963 | 0.087 | 7 | -2.265 | 0.061 | 13 | -1.926 | 0.102 | 270 |
| BD+074625 | -1.724 | 0.066 | 37 | -1.67 | 0.077 | 21 | -2.022 | 0.059 | 7 | -2.054 | 0.054 | 15 | -1.931 | 0.057 | 5 | -2.323 | 0.05 | 12 | -1.953 | 0.11 | 229 |
| BD+11 2896 | -1.148 | 0.072 | 48 | -1.012 | 0.101 | 21 | -1.441 | 0.086 | 18 | -1.425 | 0.133 | 16 | -1.348 | 0.121 | 5 | -1.649 | 0.078 | 10 | -1.413 | 0.12 | 219 |
| BD+20 3298 | -1.621 | 0.069 | 52 | -1.515 | 0.073 | 23 | -1.993 | 0.07 | 19 | -1.942 | 0.088 | 17 | -1.851 | 0.041 | 3 | -2.277 | 0.086 | 13 | -1.952 | 0.096 | 245 |
| BD+214579 | -2.217 | 0.141 | 32 | -1.98 | 0.144 | 24 | -2.651 | 0.129 | 4 | -2.7 | 0.106 | 12 | -2.394 | 0.143 | 7 | -2.942 | 0.098 | 7 | -2.504 | 0.137 | 179 |
| BD+25 4520 | -2.035 | 0.076 | 46 | -1.953 | 0.09 | 16 | -2.374 | 0.056 | 13 | -2.388 | 0.073 | 13 | -2.31 | 0.092 | 6 | -2.596 | 0.072 | 14 | -2.277 | 0.096 | 207 |
| $\mathrm{BD}+254520$ | -2.046 | 0.057 | 51 | -1.906 | 0.095 | 24 | -2.381 | 0.051 | 18 | -2.383 | 0.055 | 17 | -2.269 | 0.077 | 7 | -2.614 | 0.106 | 14 | -2.271 | 0.093 | 267 |
| BD+31 2143 | -2.044 | 0.055 | 41 | -1.891 | 0.117 | 30 | -2.388 | 0.072 | 9 | -2.454 | 0.067 | 20 | -2.342 | 0.08 | 6 | -2.761 | 0.098 | 12 | -2.361 | 0.101 | 234 |
| BD+32 2483 | -1.93 | 0.059 | 45 | -1.814 | 0.112 | 30 | -2.291 | 0.069 | 11 | -2.317 | 0.082 | 19 | -2.227 | 0.075 | 7 | -2.622 | 0.095 | 13 | -2.245 | 0.105 | 255 |
| BD+35 4847 | -1.534 | 0.101 | 54 | -1.467 | 0.117 | 28 | -1.912 | 0.059 | 19 | -1.916 | 0.083 | 19 | -1.794 | 0.144 | 7 | -2.146 | 0.063 | 13 | -1.907 | 0.099 | 239 |
| BD+39 3309 | -2.149 | 0.085 | 27 | -2.025 | 0.123 | 23 | -2.428 | 0.0 | 1 | -2.71 | 0.057 | 11 | -2.417 | 0.104 | 4 | -2.776 | 0.012 | 6 | -2.584 | 0.131 | 191 |
| BD+48 2167 | -1.955 | 0.074 | 48 | -1.794 | 0.107 | 24 | -2.378 | 0.058 | 8 | -2.371 | 0.082 | 20 | -2.235 | 0.088 | 7 | -2.719 | 0.092 | 13 | -2.279 | 0.107 | 238 |
| BD-07 3523 | -1.612 | 0.078 | 49 | -1.511 | 0.076 | 21 | -1.952 | 0.065 | 18 | -1.979 | 0.078 | 15 | -1.857 | 0.029 | 4 | -2.236 | 0.083 | 15 | -1.951 | 0.103 | 229 |
| BD+06 2880 | -1.231 | 0.081 | 33 | -1.034 | 0.06 | 16 | -1.539 | 0.052 | 15 | -1.558 | 0.102 | 8 | -1.411 | 0.113 | 5 | -1.801 | 0.101 | 11 | -1.448 | 0.105 | 15 |
| HD 115575 | -1.68 | 0.08 | 54 | -1.542 | 0.11 | 22 | -2.011 | 0.066 | 19 | -2.037 | 0.076 | 16 | -1.935 | 0.104 | 6 | -2.273 | 0.052 | 14 | -1.993 | 0.091 | 248 |
| HD 139423 | -1.329 | 0.082 | 50 | -1.391 | 0.122 | 26 | -1.651 | 0.06 | 18 | -1.703 | 0.097 | 16 | -1.714 | 0.099 | 5 | -1.926 | 0.06 | 12 | -1.703 | 0.109 | 280 |
| HD 142614 | -1.119 | 0.07 | 42 | -1.079 | 0.077 | 15 | -1.416 | 0.073 | 14 | -1.503 | 0.138 | 12 | -1.389 | 0.015 | 2 | -1.708 | 0.1 | 11 | -1.454 | 0.107 | 167 |
| HD 208316 | -1.225 | 0.066 | 40 | -1.177 | 0.059 | 19 | -1.537 | 0.084 | 16 | -1.634 | 0.094 | 15 | -1.647 | 0.126 | 3 | -1.851 | 0.064 | 9 | -1.606 | 0.101 | 2道7 |
| HD 238439 | -1.705 | 0.081 | 44 | -1.654 | 0.081 | 15 | -2.094 | 0.072 | 19 | -2.13 | 0.065 | 16 | -2.073 | 0.127 | 7 | -2.386 | 0.07 | 14 | -2.09 | 0.113 | 281 |
| HD 354750 | -1.999 | 0.075 | 26 | -2.005 | 0.125 | 29 | -2.268 | 0.126 | 3 | -2.41 | 0.129 | 15 | -2.45 | 0.194 | 5 | -2.71 | 0.111 | 7 | -2.352 | 0.11 | 1960 |
| TYC 1008-120 | -1.929 | 0.075 | 43 | -1.696 | 0.148 | 25 | -2.271 | 0.064 | 14 | -2.305 | 0.092 | 15 | -2.076 | 0.133 | 6 | -2.568 | 0.103 | 12 | -2.229 | 0.098 | 20)4 |
| TYC 2588138 | -1.397 | 0.082 | 50 | -1.318 | 0.103 | 24 | -1.697 | 0.082 | 20 | -1.752 | 0.154 | 21 | -1.653 | 0.162 | 7 | -1.985 | 0.098 | 11 | -1.733 | 0.122 | 235 |
| TYC 2824-196 | -1.289 | 0.079 | 27 | -1.184 | 0.151 | 17 | -1.605 | 0.099 | 13 | -1.637 | 0.137 | 9 | -1.427 | 0.189 | 3 | -1.907 | 0.111 | 8 | -1.6 | 0.137 | 179 |
| TYC 3085119 | -1.158 | 0.076 | 56 | -1.008 | 0.07 | 24 | -1.495 | 0.074 | 18 | -1.503 | 0.07 | 19 | -1.353 | 0.048 | 6 | -1.778 | 0.04 | 12 | -1.509 | 0.102 | 说6 |
| TYC 33-446 | -1.886 | 0.069 | 41 | -1.79 | 0.092 | 24 | -2.225 | 0.101 | 16 | -2.311 | 0.08 | 16 | -2.179 | 0.122 | 7 | -2.513 | 0.065 | 13 | -2.215 | 0.117 | 204 |
| TYC 3944-698 | -1.716 | 0.114 | 32 | -1.535 | 0.105 | 17 | -2.061 | 0.084 | 17 | -2.076 | 0.083 | 9 | -1.959 | 0.128 | 5 | -2.367 | 0.076 | 11 | -2.181 | 0.128 | 141 |
| TYC 4001-116 | -1.501 | 0.068 | 34 | -1.131 | 0.096 | 15 | -1.856 | 0.069 | 14 | -1.843 | 0.085 | 11 | -1.523 | 0.098 | 4 | -2.025 | 0.107 | 11 | -1.619 | 0.106 | 164 |
| TYC 4221-640 | -2.189 | 0.075 | 42 | -2.086 | 0.104 | 23 | -2.413 | 0.11 | 10 | -2.42 | 0.088 | 14 | -2.286 | 0.062 | 5 | -2.503 | 0.075 | 11 | -2.267 | 0.105 | 217 |
| TYC 4267-202 | -1.222 | 0.129 | 45 | -1.566 | 0.147 | 15 | -1.518 | 0.052 | 19 | -1.736 | 0.091 | 13 | -2.142 | 0.125 | 6 | -1.938 | 0.091 | 13 | -1.737 | 0.14 | 209 |
| TYC 4331-136 | -2.291 | 0.116 | 39 | -2.066 | 0.108 | 28 | -2.602 | 0.126 | 15 | -2.666 | 0.085 | 15 | -2.373 | 0.147 | 6 | -2.811 | 0.116 | 13 | -2.531 | 0.108 | 188 |
| TYC 4-369-1 | -1.608 | 0.083 | 45 | -1.352 | 0.108 | 26 | -1.936 | 0.067 | 17 | -1.965 | 0.103 | 17 | -1.715 | 0.111 | 6 | -2.134 | 0.082 | 13 | -1.836 | 0.107 | 198 |
| TYC 4584-784 | -1.754 | 0.135 | 46 | -1.572 | 0.169 | 30 | -2.07 | 0.136 | 16 | -2.106 | 0.112 | 19 | -1.903 | 0.114 | 7 | -2.334 | 0.09 | 14 | -2.033 | 0.113 | 228 |

Table A.3. Table with the abundances of elements in their ionization state from Fe II I to Zn I in $[\mathrm{X} / \mathrm{H}]$, with the sigma based on the line to line dispersion and the number of lines for each ion.

| Star | Fe II | $\sigma$ | N | Co I | $\sigma$ | N | Ni I | $\sigma$ | N | Cu I | $\sigma$ | N | Zn I | $\sigma$ | N |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BD-00 4538 | -1.75 | 0.142 | 26 | -1.893 | 0.092 | 19 | -1.952 | 0.1 | 64 | -2.467 | 0.149 | 4 | -1.865 | 0.031 | 2 |
| BD+03 4904 | -2.466 | 0.174 | 20 | -2.472 | 0.093 | 6 | -2.567 | 0.12 | 35 | -3.132 | 0.0 | 1 | -2.331 | 0.045 | 2 |
| BD+04 18 | -1.284 | 0.308 | 13 | -1.445 | 0.13 | 12 | -1.566 | 0.157 | 40 | -1.927 | 0.105 | 2 | -99.0 | 0.0 | 0 |
| BD+074625 | -1.917 | 0.13 | 31 | -1.929 | 0.104 | 12 | -1.994 | 0.114 | 61 | -2.705 | 0.0 | 1 | -2.037 | 0.051 | 2 |
| BD+074625 | -1.886 | 0.101 | 21 | -1.934 | 0.136 | 12 | -2.041 | 0.116 | 48 | -2.707 | 0.0 | 1 | -2.074 | 0.029 | 2 |
| BD+112896 | -1.299 | 0.199 | 20 | -1.355 | 0.153 | 17 | -1.469 | 0.132 | 64 | -1.877 | 0.107 | 3 | -1.464 | 0.043 | 2 |
| BD+20 3298 | -1.864 | 0.165 | 20 | -1.887 | 0.09 | 19 | -2.013 | 0.134 | 64 | -2.435 | 0.101 | 3 | -2.007 | 0.005 | 2 |
| BD+214579 | -2.343 | 0.122 | 17 | -2.413 | 0.023 | 5 | -2.513 | 0.132 | 34 | -99.0 | 0.0 | 0 | -2.352 | 0.056 | 2 |
| BD+25 4520 | -2.128 | 0.172 | 18 | -2.211 | 0.143 | 16 | -2.321 | 0.119 | 48 | -2.695 | 0.234 | 4 | -2.367 | 0.015 | 2 |
| BD+25 4520 | -2.103 | 0.114 | 18 | -2.208 | 0.135 | 17 | -2.32 | 0.112 | 61 | -2.839 | 0.118 | 4 | -2.306 | 0.049 | 2 |
| BD+312143 | -2.239 | 0.116 | 25 | -2.337 | 0.066 | 7 | -2.351 | 0.105 | 55 | -2.918 | 0.0 | 1 | -2.211 | 0.027 | 2 |
| BD+32 2483 | -2.197 | 0.162 | 29 | -2.179 | 0.132 | 12 | -2.248 | 0.13 | 59 | -2.856 | 0.07 | 2 | -2.167 | 0.059 | 2 |
| BD+35 4847 | -1.903 | 0.171 | 26 | -1.788 | 0.111 | 19 | -1.924 | 0.13 | 64 | -2.135 | 0.141 | 4 | -1.872 | 0.022 | 2 |
| BD+39 3309 | -2.455 | 0.126 | 23 | -2.409 | 0.051 | 2 | -2.433 | 0.084 | 36 | -99.0 | 0.0 | 0 | -2.144 | 0.047 | 2 |
| BD+48 2167 | -2.15 | 0.123 | 24 | -2.206 | 0.141 | 13 | -2.335 | 0.126 | 57 | -2.868 | 0.05 | 2 | -2.195 | 0.012 | 2 |
| BD-07 3523 | -1.871 | 0.162 | 18 | -1.858 | 0.11 | 14 | -2.021 | 0.148 | 61 | -2.434 | 0.098 | 3 | -2.093 | 0.06 | 2 |
| BD+06 2880 | -1.3 | 0.226 | 17 | -1.415 | 0.134 | 14 | -1.534 | 0.135 | 46 | -1.98 | 0.13 | 3 | -1.47 | 0.042 | 2 |
| HD 115575 | -1.859 | 0.122 | 19 | -1.895 | 0.092 | 15 | -2.016 | 0.117 | 62 | -2.523 | 0.101 | 4 | -1.934 | 0.011 | 2 |
| HD 139423 | -1.784 | 0.149 | 18 | -1.592 | 0.13 | 15 | -1.771 | 0.116 | 58 | -2.147 | 0.122 | 3 | -1.823 | 0.059 | 2 |
| HD 142614 | -1.474 | 0.175 | 18 | -1.337 | 0.105 | 14 | -1.504 | 0.125 | 53 | -1.868 | 0.11 | 3 | -1.575 | 0.029 | 2 |
| HD 208316 | -1.569 | 0.101 | 17 | -1.469 | 0.145 | 15 | -1.653 | 0.124 | 52 | -1.968 | 0.109 | 3 | -1.628 | 0.0 | 2 |
| HD 238439 | -2.019 | 0.13 | 18 | -2.012 | 0.14 | 15 | -2.174 | 0.14 | 61 | -2.57 | 0.14 | 3 | -2.174 | 0.037 | 2 |
| HD 354750 | -2.417 | 0.142 | 20 | -2.284 | 0.106 | 4 | -2.339 | 0.106 | 28 | -2.994 | 0.0 | 1 | -2.256 | 0.089 | 2 |
| TYC 1008-120 | -1.998 | 0.17 | 16 | -2.174 | 0.133 | 14 | -2.278 | 0.115 | 44 | -2.78 | 0.034 | 2 | -2.239 | 0.047 | 2 |
| TYC 2588138 | -1.701 | 0.204 | 23 | -1.58 | 0.132 | 18 | -1.757 | 0.172 | 63 | -2.205 | 0.071 | 3 | -1.785 | 0.197 | 2 |
| TYC 2824-196 | -1.445 | 0.383 | 16 | -1.537 | 0.134 | 14 | -1.687 | 0.138 | 43 | -2.086 | 0.124 | 3 | -1.673 | 0.029 | 2 |
| TYC 3085119 | -1.424 | 0.172 | 23 | -1.417 | 0.117 | 18 | -1.481 | 0.111 | 66 | -1.83 | 0.084 | 4 | -1.351 | 0.084 | 2 |
| TYC 33-446 | -2.204 | 0.204 | 22 | -2.068 | 0.097 | 12 | -2.226 | 0.139 | 49 | -2.64 | 0.172 | 3 | -2.305 | 0.003 | 2 |
| TYC 3944-698 | -2.055 | 0.205 | 18 | -2.04 | 0.167 | 12 | -2.169 | 0.15 | 37 | -2.638 | 0.024 | 2 | -1.593 | 0.018 | 2 |
| TYC 4001-116 | -1.283 | 0.286 | 15 | -1.628 | 0.11 | 13 | -1.679 | 0.132 | 46 | -2.132 | 0.14 | 4 | -1.492 | 0.104 | 2 |
| TYC 4221-640 | -2.189 | 0.219 | 19 | -2.165 | 0.128 | 11 | -2.286 | 0.132 | 43 | -2.797 | 0.029 | 3 | -2.253 | 0.038 | 2 |
| TYC 4267-202 | -2.083 | 0.155 | 17 | -1.483 | 0.158 | 16 | -1.762 | 0.193 | 50 | -2.006 | 0.024 | 2 | -2.082 | 0.025 | 2 |
| TYC 4331-136 | -2.43 | 0.229 | 22 | -2.416 | 0.115 | 10 | -2.502 | 0.127 | 46 | -3.178 | 0.197 | 2 | -2.265 | 0.024 | 2 |
| TYC 4-369-1 | -1.663 | 0.245 | 21 | -1.815 | 0.107 | 16 | -1.896 | 0.131 | 49 | -2.409 | 0.045 | 3 | -1.81 | 0.148 | 2 |
| TYC 4584-784 | -1.854 | 0.246 | 22 | -1.936 | 0.124 | 15 | -2.057 | 0.117 | 53 | -2.58 | 0.138 | 4 | -2.07 | 0.163 | 2 |

Table A.4. Log of the observations and radial velocities for the stars observed with HARPS-N

| Star | alpha2000 <br> J2000 | delta2000 <br> J2000 | BJD <br> days | Date | $t_{\text {exp }}$ | RV <br> $\mathrm{km} \mathrm{s}^{-1}$ | $\mathrm{~km} \mathrm{~s}^{-1}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |

Table A.5. Log of the observations and radial velocities for the stars observed with FIES

| STAR | $\alpha$ <br> J 2000 | $\delta$ <br> J 2000 | BJD <br> days | Date | $t_{\text {exp }}$ <br> $S$ | RV <br> $\mathrm{km} \mathrm{s}^{-1}$ | $\mathrm{km} \mathrm{s}^{-1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BD +074625 | $21: 07: 13.10$ | $+07: 44: 19.8$ | 2459032.670574271 | $2020-07-02$ | 2200 | -494.883 | 0.004 |
|  | $21: 07: 13.10$ | $+07: 44: 19.8$ | 2459032.696585007 | $2020-07-02$ | 2200 | -494.551 | 0.003 |
| BD +354847 | $22: 37: 13.45$ | $+36: 08: 21.6$ | 2459033.675984722 | $2020-07-03$ | 2800 | -139.739 | 0.003 |
|  | $22: 37: 13.45$ | $+36: 08: 21.6$ | 2459033.708940891 | $2020-07-03$ | 2800 | -139.742 | 0.003 |
| BD +112896 | $16: 01: 04.87$ | $+11: 12: 56.2$ | 2459001.539097893 | $2020-06-01$ | 3000 | -218.821 | 0.002 |
|  | $16: 01: 04.87$ | $+11: 12: 56.2$ | 2459001.574364527 | $2020-06-01$ | 3000 | -218.831 | 0.002 |
| HD 165400 | $18: 05: 30.45$ | $+09: 49: 30.4$ | 2459000.690305141 | $2020-05-31$ | 2800 | -2.745 | 0.002 |
| BD -003963 | $20: 17: 12.53$ | $+00: 21: 22.7$ | 2459036.622693848 | $2020-07-06$ | 2200 | -42.165 | 0.002 |
|  | $20: 17: 12.53$ | $+00: 21: 22.7$ | 2459036.648704157 | $2020-07-06$ | 2200 | -42.159 | 0.002 |
| BD -004538 | $23: 38: 18.78$ | $+00: 46: 51.5$ | 2459069.603750275 | $2020-08-08$ | 2900 | -190.753 | 0.003 |
|  | $23: 38: 18.78$ | $+00: 46: 51.5$ | 2459069.637862387 | $2020-08-08$ | 2900 | -191.027 | 0.003 |

Table A.6. Log of the observations and radial velocities for the stars observed with Sophie

| STAR | $\alpha$ <br> J 2000 | $\delta$ <br> J 2000 | BJD <br> days | $\sigma_{R V}$ <br> $\mathrm{~km} \mathrm{~s}^{-1}$ |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| TYC 4-369-1 | $00: 08: 36.02$ | $+02: 58: 01.7$ | 2459087.56089588 | $2020-08-25$ | 3600 | +3.982 | 0.006 |
| BD +04 18 | $00: 12: 49.90$ | $+05: 37: 39.3$ | 2459086.6077017 | $2020-08-25$ | 3600 | -29.987 | 0.002 |
| TYC 33-446-1 | $01: 54: 22.17$ | $+03: 41: 45.3$ | 2459087.64126008 | $2020-08-26$ | 3491 | -99.892 | 0.004 |
| TYC 2824-1963-1 | $01: 58: 38.93$ | $+41: 46: 30.4$ | 2459086.6437657 | $2020-08-25$ | 2618 | +52.907 | 0.003 |
|  | $01: 58: 38.93$ | $+41: 46: 30.4$ | 2459087.5992952 | $2020-08-26$ | 3105 | +52.816 | 0.002 |
| TYC 4331-136-1 | $03: 57: 14.19$ | $+69: 44: 45.1$ | 2459088.63728359 | $2020-08-27$ | 3600 | -110.967 | 0.005 |
| TYC 1008-1200-1 | $18: 06: 31.58$ | $+08: 44: 54.7$ | 2459086.3381710 | $2020-08-24$ | 3600 | -393.813 | 0.007 |
|  | $18: 06: 31.58$ | $+08: 44: 54.7$ | 2459087.3363853 | $2020-08-25$ | 3600 | -393.838 | 0.005 |
| TYC 2113-471-1 | $18: 56: 41.55$ | $+25: 16: 50.8$ | 2459087.38188494 | $2020-08-25$ | 3600 | -252.760 | 0.004 |
|  | $18: 56: 41.55$ | $+25: 16: 50.8$ | 2459088.32588031 | $2020-08-26$ | 3600 | -252.858 | 0.004 |
| TYC 4221-640-1 | $19: 09: 19.27$ | $+63: 03: 44.2$ | 2459086.38173932 | $2020-08-24$ | 3600 |  |  |
|  | $19: 09: 19.27$ | $+63: 03: 44.2$ | 2459088.36663955 | $2020-08-26$ | 3600 | -277.441 | 0.006 |
| TYC 4584-784-1 | $19: 22: 56.40$ | $+76: 32: 43.3$ | 2459088.41633999 | $2020-08-26$ | 3600 | -295.607 | 0.004 |
| TYC 3944-698-1 | $20: 02: 59.61$ | $+58: 01: 07.1$ | 2459086.4263490 | $2020-08-24$ | 3600 | -255.266 | 0.004 |
| HD 354750 | $20: 04: 29.05$ | $+13: 35: 31.0$ | 2459088.46611671 | $2020-08-26$ | 3600 | -168.281 | 0.008 |
| BD + 25 4520 | $21: 22: 08.32$ | $+25: 45: 15.8$ | 2459087.42848911 | $2020-08-25$ | 3600 | +23.518 | 0.003 |
| TYC 4267-2023-1 | $22: 01: 46.08$ | $+62: 27: 40.6$ | 2459086.4710943 | $2020-08-24$ | 3600 | -346.268 | 0.003 |
| TYC 565-1564-1 | $22: 10: 38.77$ | $+05: 16: 14.6$ | 2459087.47351081 | $2020-08-25$ | 3600 | -175.181 | 0.003 |
| BD +21 4759 | $22: 28: 46.35$ | $+22: 09: 11.4$ | 2459088.59697759 | $2020-08-27$ | 3600 | -202.045 | 0.006 |
| TYC 2228-838-1 | $22: 38: 23.28$ | $+27: 34: 24.7$ | 2459088.5536172 | $2020-08-27$ | 3600 | -145.006 | 0.002 |
| TYC 4001-1161-1 | $23: 47: 30.68$ | $+53: 47: 16.5$ | 2459086.5158160 | $2020-08-24$ | 3600 | -397.649 | 0.003 |
|  | $23: 47: 30.68$ | $+53: 47: 16.5$ | 2459087.5143166 | $2020-08-25$ | 3506 | -397.617 | 0.003 |
| BD +03 4904 | $23: 55: 28.37$ | $+04: 21: 17.9$ | 2459086.5634472 | $2020-08-25$ | 3600 | -208.370 | 0.006 |
| BD +07 4625 | $21: 07: 13.10$ | $+07: 44: 19.7$ | 2459088.51050063 | $2020-08-27$ | 3600 | -495.699 | 0.002 |

Table A.7. Log of the observations and radial velocities for the stars observed with ESPaDOnS

| STAR | $\alpha$ <br> J 2000 | $\delta$ <br> J 2000 | BJD <br> days | Date | $t_{\text {exp }}$ <br> $s$ | $\sigma_{R V}$ <br> $\mathrm{~km} \mathrm{~s}^{-1}$ | $\mathrm{km} \mathrm{s}^{-1}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | ---: | ---: |
| BD+20 3298 | $16: 36: 33.15$ | $+20: 25: 46.1$ | 2459016.033335 | $2020-06-15$ | 2380 | -257.104 | 0.003 |
| BD+31 2143 | $10: 28: 17.23$ | $+30: 26: 29.2$ | 2459180.153748 | $2020-11-26$ | 2380 | +64.157 | 0.004 |
| BD+48 2167 | $13: 59: 19.74$ | $+48: 05: 35.5$ | 2459189.153872 | $2020-12-05$ | 2380 | -108.203 | 0.003 |
| BD+39 3309 | $18: 03: 47.35$ | $+39: 32: 31.3$ | 2459016.091233 | $2020-06-15$ | 2380 | -249.092 | 0.005 |
| BD+32 2483 | $14: 31: 38.96$ | $+31: 58: 58.4$ | 2459012.887960 | $2020-06-12$ | 2380 | +4.145 | 0.003 |
| TYC 3085-119-1 | $17: 16: 36.98$ | $+44: 10: 43.4$ | 2458739.761057 | $2019-09-13$ | 2380 | -106.234 | 0.003 |
|  | $17: 16: 36.98$ | $+44: 10: 43.4$ | 2458739.790407 | $2019-09-13$ | 2380 | -105.941 | 0.003 |
| TYC 2588-1386-1 | $16: 41: 32.08$ | $+36: 24: 42.6$ | 2458739.725085 | $2019-09-13$ | 2380 | -249.674 | 0.003 |


[^0]:    * Based on observations made with HARPSN at TNG, Fies at NOT, Sophie at OHP and Espadons at CFHT

[^1]:    ${ }^{1}$ https://astroutils.astronomy.osu.edu/
    ${ }^{2}$ http://www.cfht.hawaii.edu/Instruments/Upena/
    ${ }^{3} \mathrm{https}: / / \mathrm{www} . e s o . o r g /$ sci/software/esomidas/

