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Imaging Atmospheric Cherenkov Techniques
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Imaging Atmospheric Cherenkov Techniques

~120 m

~1°

Cherenkov light pool 

Shower maximum
~ 10 km

Gamma-rays (and charged cosmic rays) produce showers 
in the atmosphere.  The charged particles in the shower 
emit Cherenkov light that can be detected by ground-based 
Cherenkov Telescopes.
• Imaging Atmospheric Cherenkov Technique (IACT) to 

study high energy emission form galactic and 
extragalactic sources in the TeV band (up to >100 TeV).
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Imaging Atmospheric Cherenkov Techniques

Shower maximum
~ 10 km

~120 m

~1°

Cherenkov light pool 

Shower maximum
~ 10 km

• Image intensity ➔Energy of primary
• Image orientation ➔Direction of primary
• Image shape ➔Kind of primary

Area: 104 – 105 m2 
~ 100 ph/m2/TeV
Few ns flash

Stereoscopy ➔better determination of:
• Energy of primary
• Direction of primary
• Kind of primary

➔Higher Sensitivity ➔ Less Data Acquired
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Imaging Atmospheric Cherenkov Techniques

~120 m

~1°

Cherenkov light pool 

Shower maximum
~ 10 km

• Typical exposures on sources:                  
from tens of minutes to hundreds 
of hours (depending on the flux of the sources) 

• DAQ rate >~ 103 showers/second

• 1 shower ➔multiple images           
(depending on the number of telescopes and the energy/impact-parameter 
of the shower)

• 1 image ➔~ 103 (counts+time ) / pixel / telescope            
(number of counts + temporal marcature for each pixels of each triggered 
telescope)

• Ngs/Nhadrons <~10-4                                                     

         (even for bright sources like the Crab Nebula)

• Monte Carlo simulations
• Data reduction (for each recorded shower): 

– Pixels’ signals calibration
– Images’ parametrization of the images
– Merging of information of different images
– Reconstruction of the shower properties
– Selection of gamma-like showers’ events
– High-level scientific products: sky-maps, spectra, light-curves, … 



Workshop “From Science gateways to Papers” – Palermo, 23-16 / 05 / 2022 6

ASTRI Prototype and Mini-Array Project

• The ASTRI Mini-Array is a project whose purpose 
is to build, deploy and operate an array of  
9 telescopes9 telescopes of the 4 meters class at the 
Observatorio del Teide in Tenerife in collaboration 
with IAC [Scuderi et al., doi:10.1016/j.jheap.2022.05.001]

• INAF – IAC Hosting agreement foresees for the 
ASTRI Mini-Array 4 + 4 years of operations

• More than 150 hundred researchers belonging to
•INAF institutes (IASF-MI, IASF-PA, OAS, OACT, 

OAB, OAPD, OAR)
•Italian Universities (Uni-PG, Uni-PD, Uni-CT, 

Uni-GE, PoliMi)
•International Institutions (University of Sao 

Paulo – Brazil, North-West University – South 
Africa, IAC – Spain). ASTRI-Horn Prototype IACT
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ASTRI Prototype and Mini-Array Project

Shower maximum
~ 10 km
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Archive “Role” is central for an Astronomical Observatory

In the scientific data lifecycle of any 
OBSERVATORY the role of the Archive 
is central.

The major aim of a Scientific Archive is 
to guarantee data preservation and 
access information for the Long Term
and for all data science products.

Archive MUST be accessible well 
beyond the end of the operational life 
of the observatory

ARCHIVEARCHIVE
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O.A.I.S. Standard Achitecture for an Astronomical Archive

Data Producers and Data Consumers 
are rigidly separated by the Archive System
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An “end-to-end” Experience to support the Scientist

A.M.A.S.A.M.A.S. 
ASTRI & Miniarray 
                 Archive System

From the proposal call & submission 
and evaluation to the observing plan 
execution, data acquisition, analisys, 
reduction and generation of science-
ready data to be send to P.I., the 
archive must provide the physiological 
environment to store and easily access 
data at different level and for different 
scopes, for which data are generated.

only in production phase
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ASTRI Horn prototype: end-to-end Off-site Services

   help     

 Sched
  RUN     

Proposal
FORM    

 user 
profile  USER

LOGIN    

   register        
  intro   

Provided OffSite Services:Provided OffSite Services:
●PROPOSAL HANDLING SYSTEMPROPOSAL HANDLING SYSTEM
●SCHEDULING RUN PLANNING TOOLSSCHEDULING RUN PLANNING TOOLS
●OBSERVABILITY OF TARGETSOBSERVABILITY OF TARGETS
●DATA ARCHIVEDATA ARCHIVE
●USER PI RETRIEVAL DATA-ACCESSUSER PI RETRIEVAL DATA-ACCESS
●DATA GATEWAYDATA GATEWAY
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An “interface” from the On-site ICT to the Off-site ICT

see Fulvio Gianotti see Fulvio Gianotti 
presentationpresentation
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AMAS Expected Data to be handled

Considering:
Packet dim. 13.052kB & 9 telescopes

In the Worst Case: 
-1.0 kHz trigger rate 
-11hr acquisition/dd
In the Average Case:
-150Hz trigger rate
-8hr acquisition/dd

Optimal Tape Space (cold + hot+MC [yearly]) 

     ~ 1.15 PB [ +1.2PB per SI3 ]

Optimal HD Space (hot+MC [yearly]) 
~ 0.75 PB
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AMAS Hardware Off-Site ICT #1

        +++
     IBISCO
   HDWARE

   +++
IBISCO

   +++
IBISCO
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AMAS Hardware Off-Site ICT #2

EUROPEAN COMPETITION assigned the 
21st June 2021 (DD 140/2021)
12 workstations with following tech specifications:

 2 switches
   + KVM

  3 nodi “full storage” 
con ovirt proto-cluster 

AMAS_12

AMAS_11

AMAS_10

AMAS_09

AMAS_08

AMAS_07

AMAS_06

AMAS_05

AMAS_04

AMAS_03

AMAS_02

AMAS_01
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AMAS Hardware Off-Site ICT #3
up to 

up to 30PB
30PB data!

 data!
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AMAS Hardware Off-Site ICT #4
From the Cineca donated 
N.2 rack KNL containing:
    72 nodes equipped with 
    Knights Landing (68 cores) proc. 
    16GB MCDRAM 
    96 GB RAM each
        4896 cores 
        >1.15TB MCDRAM       
        >6.9TB RAM

total computing capacity:
        10k cores 
        +2TB MCDRAM 
        +13TB RAM 
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AMAS Hardware Off-Site ICT 
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AMAS as Bulk Archive Testbed for C.T.A.
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AMAS as Bulk Archive Testbed for C.T.A.

From lev1 to lev3 data

DPPS = Data Processing & Preservation SystemDPPS = Data Processing & Preservation System 
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AMAS as Bulk Archive Testbed for C.T.A.
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AMAS as Bulk Archive Testbed for C.T.A.



Workshop “From Science gateways to Papers” – Palermo, 23-16 / 05 / 2022 24

AMAS as Bulk Archive Testbed for C.T.A.

Distributed in different “4” EUROPEAN sites: 
From the BGR money matrix process, CTAO 
and BGR members came to the agreement that 
the four data centres will serve as the data centres 
in the CTAO Work Package Off-site ICT (P06.11) 

      
     

Distributed Archive System for CTAO 
off-site Archive.  (it’s a “trade-off” between 
availability level, manageability, shareholders 
offers and cost was in favor of a 4 academic Data 
Centres solution with equal distribution of load. 

EXPORT the AMAS (Rome-distributed  
                                    as Frascati Node) 
-Storage distributed between hot and cold storage

-Two replica of all data on cold storage 
         in two different locations (~300 km away)
-One copy on hot storage for science data
-One reprocessing of all previous data per year
-22.5PB fixed storage for Monte-Carlo-sim data

-10GB ethernet connection (minimal & redundant) 
-CTAO applications remotely controlled and monitored 
from the CTAO Science Data Management Center 
(SDMC) with ~1Gbps needed connectivity
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QUESTIONS?
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BACKUP SLIDES

BACKUP SLIDES

BACKUP SLIDES
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DATABASES STUDIES

Relational DBMS Relational DBMS 
vs vs 
NO-SQL ApproachNO-SQL Approach
Balance if needed a fixed-Balance if needed a fixed-
schema schema Relational DBRelational DB or a  or a 
versatile approach of a versatile approach of a 
schema-less NO-SQLschema-less NO-SQL  
BUTBUT
keep in mind the keep in mind the 

C.A.P. TheoremC.A.P. Theorem
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DATABASES STUDIES - The CAP Theorem

ConsistencyConsistency
        Every read receives the most recent write or an error.Every read receives the most recent write or an error.
AvailabilityAvailability
        Every request receives a (non-error) response, without Every request receives a (non-error) response, without 
the guarantee that it contains the most recent write.the guarantee that it contains the most recent write.
Partition tolerancePartition tolerance
        The system continues to operate despite messages The system continues to operate despite messages 
being dropped by the network between nodes.being dropped by the network between nodes.
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One Physical Archive and few Logical User Archives

User Archives User Archives 
identifies Logical identifies Logical 
Archives: Archives: 
        A single  A single  physicalphysical system system  
archive and a few archive and a few logical logical 
useruser archives archives that reflect the  that reflect the 
logical organization aligned to logical organization aligned to 
the the use-casesuse-cases of the different  of the different 
archive users and the way archive users and the way 
they access datathey access data
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Examples of logical “User Archives”
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