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VLT - future home of HRMOS?

Vista - future home of 4MOST

Paranal



- To be placed on the ESO VISTA 4-m telescope on Paranal

- 2400 fibres (1600 LR & 800 HR)

- 4 deg2 field of view

- First light 2024

- 5+5 years 


de Jong, et al. “4MOST: Project overview and information for the first call for proposal”, The Messenger, 2019

4MOST



4MOST - wavelength coverage

• High-Resolu-on Spectrograph (812 fibres) 
R20,000 

• Blue: 3926-4355 Å 
• Green: 5160-5730 Å 
• Red: 6060-6810 Å 

 

• Low-Resolu-on spectrograph (1624 fibres) 
R=5000-7000 

• 4000-8850 Å

de Jong (2019)



4MOST - point source sensitivities

120 min exposure: solid lines

20 min exposures: dashed lines


SNR values given per Å. 

Divide by 3.3 to get to per pixel for HR

Divide by 1.7 to get to per pixel for LR

de Jong (2019)



4MOST - consortium surveys
• S1 - Milky Way Halo low-resolu-on survey 

PI: Starkenburg & Irwin 

• S2 - Milky Way Halo high-resolu-on survey 
PI: Christlieb 

• S3 - Milky Way Disk and bulge low-resolu-on survey (4MIDABLE-LR) 
PI: Chiappini & Minchev 

• S4 - Milky Way Disk and bulge high-resolu-on survey (4MIDABLE-HR) 
PI: Bensby & Bergemann 

• S5 - eRosita Galaxy cluster redshi[  survey 
PI: Comparat 

• S6 - Ac-ve galac-c nuclei survey 
PI: Merloni 

• S7 - Wide area VISTA extra-galac-c survey (WAVES) 
PI: Driver & Liske 

• S8 - Cosmology redshi[ survey 
PI: Kneib & Richard 

• S9 - 1001 Magellanic fields survey  
PI: Cioni 

• S10 - The -me domain extragalac-c survey (TIDES) 
PI: Sullivan
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4MOST MIlky way Disk And BuLgE High-Resolution survey 

Structure and evolution of the Galactic disk and bulge

4M  I  D  A  B  L  E   
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4MIDABLE-HR

Slide by M. Bergemann



4MIDABLE-HR



4MIDABLE-HR subsurveys

1. Disk/bulge SNR>100 Å-1 

2. Z-disk SNR>250 Å-1 

3. Deep bulge SNR>100 Å-1 

4. Deep WAVES SNR>100 Å-1 

5. Cepheids SNR>100 Å-1 

6. eRosita SNR>100 Å-1 

7. Seismic SNR>100 Å-1 or SNR>250 Å-1 

8. Clusters SNR>100 Å-1 or SNR>250 Å-1 

9. Planets SNR>100 Å-1 or SNR>250 Å-1



4MIDABLE-HR



4MIDABLE-HR  

Simulations done with Payne pipeline (see e.g. Kovalev et al., 2019)

Taking advantage of high signal-to-noise (S/N) spectra obtained in three 
windows: 3926–4355 Å, 5160–5730 Å, and 6100–6790 Å, which allows 
elements of all main nucleosynthesis channels to be targeted, we will 
determine abundances of more than 30 elements with a precision better 
than 0.1 dex 




4MIDABLE-HR      5-year survey simulation

Disk

Z-disk

deep bulge 

deep WAVES

Cepheids

eRosita

Seismic

Clusters

Planets




LR Halo  
 
(Starkenburg & Irwin)

Main objectives include to quantifying the number of streams and amount of 
kinematic structures as a function of distance and location on the sky. Aims to 
determine metallicity and abundances (mainly [Mg/Fe]). Follow-up 
observations clearly needed of new/interesting features….



LR Bulge and Disk (4MIDABLE-LR) 
 
(Chiappini & Minchev)



6 A. Miglio et al.: PLATO as it is: a legacy mission for Galactic archaeology

regions, and b) another two fields at l = 90 or 270 and
l = 180 (|b| ∼30) to well sample the whole disk. Be-
cause the field diameter is ∼ 45-deg wide, at |b| = 30 one
will still reach objects close to the non-heavily extinct
Galactic plane (sampling |b| down to 10-15 degrees). By
adding extra fields covering even lower latitudes (b = ±
4) one would be able to better explore the Bulge struc-
ture (the long bar at l = +15-20 at b=4-5 – Wegg et al.
(2015), as well as the Baade’s window at b= −4).
• Mono-age populations: The fast evolution anticipated

for the earliest phases of our Galaxy (building the halo,
bulge, thick disk and inner-thin disk early on, around
1 to 4 Gyr after the Big Bang) defines the accuracy of
the ages that would be desirable for studying Galactic
archaeology in this early epoch. An age precision of
about 10% is required to follow in detail the formation
and early evolution of the thin and thick disks of our
Galaxy, and in particular to identify the transition be-
tween α-rich and α-poor disks over large Galactic vol-
umes (ideally 0 < Rgal < 20 kpc, and 0 < |z| < 3 kpc).
This requirement is met and surpassed for a duration of
the observations of the order of 5 months or more, as
will be shown in the next Sections.
• The age-velocity dispersion relation: In addition, with

accurate age information (with uncertainties below ∼1
Gyr for the oldest age bins) for α-rich and α-poor stars,
and with a large volume coverage of the disk (3 < Rgal <

12 kpc and 0 < |z| < 3 kpc), it will be possible to mea-
sure the radial scale-length and vertical scale height as
a function of Galactocentric radius for mono-age disk
populations. The current suggested fields, centered on
b =30 but reaching b ∼ 5 deg, are ideal for this. In the
redshift interval between z = 3 (∼13 Gyr) and z = 1 (∼8
Gyr), the velocity dispersion of the gas in star-forming
disk galaxies decays from about 80 km s−1 to about 30
km s−1 (e.g. Wisnioski et al. 2015). Maps of the age
vs. velocity dispersion at the different locations of the
Galactic disk would enable the detection of a sudden
change of the radial velocity dispersion at the oldest
ages, in case the same happens for our Galaxy.

With the above requirements fulfilled, PLATO will rep-
resent a legacy for Galactic archaeology, uncovering the
Milky Way assembly history, which no other mission is
able to accomplish in the foreseable future. These data will
enable the construction of maps of the radial and verti-
cal metallicity gradients and of the width and skewness of
the metallicity distribution function at different locations,
for mono-age populations of stars. This will provide strong
constraints on the relevance of radial migration, which is
closely related to the nature and strength of the spiral arms
and bar, to the birth place of the Sun as well as to the merger
history of the Galaxy. By comparing these data with ad-
vanced chemodynamical simulations, it will be possible to
re-construct the metallicity distributions of mono-age popu-
lations and quantify the impact of radial migration along the
Milky Way evolution. The inferred metallicity distribution

WEAVE
4MOST

STEP08

Fig. 2 Upper panel: Projection of the two preliminary
long-duration (LD) fields (Southern Plato Field, North-
ern Plato Field) and ten step-and-stare fields (STEP01 to
STEP10), all centred at |b| = 30, in the Galactic reference
frame. The red line is the LD pointing requirement limit.
The LD fields are colour-coded on an inverted scale. In
the current instrument design various parts of each field are
monitored by 24, 18, 12 or 6 cameras (as indicated by dif-
ferent colours). The field selected for this study (STEP08) is
encircled by a thick dashed line (Figure taken and adapted
from the PLATO Definition Study Report). Lower panel:

expected sky coverage of the forthcoming spectroscopic
surveys 4MOST and WEAVE superposed on an IRAS map
of the sky (Miville-Deschênes & Lagache 2005).

of star-forming regions at different epochs will be compared
with the metallicity distribution of high-redshift galaxies
which will soon be more accurately observed with Adaptive
Optics and Integral Field Unit data with 30-m-class tele-
scopes (e.g. current state-of-the-art with KMOS/VLT seen
in Wuyts et al. 2016).

As the target selection will be based on Gaia data, one
will have all the information needed for modelling the selec-
tion biases involved. In addition, possible biases related to
the detectability of solar-like oscillations can be accounted
for (e.g., see Chaplin et al. 2011).

4 Expected seismic performance

We make use of the experience acquired with the analy-
sis of Kepler observations to quantify the expected perfor-
mance for PLATO. We focus on evolved stars, which repre-
sent ideal probes of Galactic structure, primarily thanks to
their intrinsic brightness (see Section 2), and whose oscil-

Copyright line will be provided by the publisher

4MOST vs WEAVE 

WEAVE: 

outer disk, 

anti-centre


4MOST:

inner disk, bulge


Complementary, so

it is important to 


have cross-calibration 

fieldsMiglio et al. (2017)



Large survey follow-up
• 4MOST (R~18000)


• WEAVE (R~18000)


• These surveys will observe millions of targets in the Milky Way bulge and 
disk and discover a multitude of new things


• Streams, overdensities,…..


• Follow-up observations is not possible within the surveys


• High-res and higher SNR observations will allow a better characterisation 
of new discoveries


• Assuming that higher R gives better precision in abundances …..



Large survey follow-up
• Better precision will lower 

the observed dispersion of 
“structures” and allow us 
to distinguish them from 
each other and from the 
(thin and thick) disk field 
stars with smaller samples

L. Lindegren and S. Feltzing: The case for high precision in elemental abundances (RN)
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Fig. 3. Examples of probability plots for the test statistic t(x) ob-
tained in Monte-Carlo simulations for sample sizes N = 102,
103, and 104 (top to bottom). In each diagram the solid curve
shows, as a function of the critical value C, the probability that t

exceeds C under the null hypothesis (r = 0). The dashed curves
show the probabilities under the alternative hypothesis (r > 0)
for the r-values indicated in the legend. In the bottom diagram
the dotted curve gives, for comparison, the expected distribution
of D

p
N for a one-sample K–S test in which F is the true distri-

bution (without adjusting µ and �); see footnote 3.

For example, if the populations are separated by 5 times the
measurement error (r = 5), the populations could be separated
already for N ' 70. For r = 3 the minimum sample size is
N = 400, and for r = 2 it is N = 3000. Clearly, if the separation
is about the same as the measurement errors (r = 1), the situa-
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Fig. 4. Minimum sample size needed to distinguish two equal
Gaussian populations, as a function of the separation of the pop-
ulation mean in units of the standard deviation of each popula-
tion. The circles are the results from Monte-Carlo simulations
as described in the text, using a K–S type test with significance
level ↵ = 0.01 and power 1 � � = 0.99. The curve is the fitted
function in Eq. (2) or (3).

tion is virtually hopeless even if the sample includes hundreds of
thousands of stars.

It should be remembered that these results were obtained
with a very specific set of assumptions, including: (1) measure-
ment errors (and/or internal scatter) that are purely Gaussian; (2)
that the two populations in the alternative hypothesis are equally
large; (3) the use of the particular statistic in Eq. (1); and (4) the
choice of significance (a probability of falsely rejecting H0 less
than ↵ = 0.01) and power (a probability of correctly rejecting
H0 greater than 1 � � = 0.99). Changing any of these assump-
tions would result in a di↵erent relation4 from the one shown in
Fig. 4. Nevertheless, this investigation already indicates how far
we can go in replacing spectroscopic resolution and signal-to-
noise ratios (i.e., small measurement errors) with large-number
statistics. In particular when we consider that real data are never
as clean, nor the expected abundance patterns as simple as as-
sumed here, our estimates must be regarded as lower bounds to
what can realistically be achieved.

4. Accuracy and precision in stellar abundances

We have no knowledge a priori of the properties of a star and no
experiment to manipulate in the laboratory but can only observe
the emitted radiation and from that infer the stellar properties.
Therefore the accuracy5 of elemental abundances in stars is of-
ten hard to ascertain as it depends on a number of physical e↵ects
and properties that are not always well-known, well-determined,
or well-studied (Baschek 1991). Important examples of relevant

4 Experiments with unequally large populations in HA suggest that
the power of the test is not overly sensitive to this assumption, as long
as there is a fair number of stars from each population in the sample.

5 ‘Accuracy’ refers to the capability of a method to return the correct
result of a measurement, in contrast to precision which only implies
agreement between the results of di↵erent measurements. It is possible
to have high precision but poor accuracy, as is often the case in astron-
omy. For the purpose of the study of trends in elemental abundances in
the Milky Way both are important, but for practical reasons most studies
are concerned with precision rather than accuracy.

4

Lindegren & Feltzing (2013)

L. Lindegren and S. Feltzing: The case for high precision in elemental abundances (RN)

Fig. 1. Illustration of the problem, showing Fe and Mg abun-
dances for stars in the solar neighbourhood. a Based on data
by Fuhrmann (see text for references). At each value of [Fe/H]
the stars fall into two groups with distinctly di↵erent [Mg/Fe].
b Based on data for stars with halo velocities from Nissen &
Schuster (2010). The two lines, drawn by hand, illustrate the sep-
aration in high- and low-↵ stars identified by Nissen & Schuster
(2010). c Illustration of the generic problem treated here.

2. Defining the problem

Elemental abundances derived from stellar spectra with high res-
olution and high signal-to-noise ratios have shown that the stars
in the Milky Way and in the nearby dwarf spheroidal galax-
ies have a range of elemental abundances (see, e.g., Tolstoy
et al. 2009). Not only do the stars span many orders of mag-
nitude in iron abundances ([Fe/H]2) they also show, subtler, dif-
ferences in relative abundance. One of the most well-known ex-
amples is given by the solar neighbourhood, where for example
Fuhrmann (1998, 2000, 2002, 2004, 2008, 2011) shows from a
basically volume limited sample that there are two abundance
trends present. One trend has high [Mg/Fe] and one with low, al-
most solar, [Mg/H]. Figure 1a reproduces his results. The basic
result, i.e., that there is a split in the abundance trends was fore-
shadowed by several studies (e.g., Edvardsson et al. 1993) and
has been reproduced by a number of studies since (e.g., Reddy
et al. 2003; Bensby et al. 2004, 2005; Reddy et al. 2006; Neves
et al. 2009; Adibekyan et al. 2012). Another well-known exam-
ple in the solar neighbourhood is the split in ↵-elements as well
as in Na and Ni for stars with typical halo kinematics (Nissen &
Schuster 2010, and Fig. 1b). The di↵erences in elemental abun-
dances between these di↵erent populations can be as large as
0.2 dex, but often they are smaller.

Figure 1c illustrates the highly simplified case considered in
the present study, namely that the observed stars belong to two
populations that di↵er in some abundance ratio [X/Fe] by a cer-
tain amount. In the figure the di↵erence is taken to be 0.25 dex,
which as we have seen may be representative of actual abun-

2 We use the standard notation for elemental abundances where
[Fe/H] = log (NFe/NH)⇤ � log (NFe/NH)�.

dance di↵erences. We will investigate whether it is possible to
distinguish the two populations depending on the number of
stars considered and the precision of the individual [X/Fe] mea-
surements. This will allow us to derive a lower limit for the pre-
cision needed to probe abundance trends such as those shown
in Fig. 1. We emphasize that the objective is to identify such
substructures in elemental abundance space without a priori cat-
egorization of the stars, e.g., in terms of kinematic populations.

3. Investigation

The problem is formulated as a classical hypothesis test.
Although hypothesis testing is a well-known technique, and the
present application follows standard methodology, we describe
our assumptions and calculations in some detail in order to pro-
vide a good theoretical framework for the subsequent discussion.

Consider a sample of N stars for which measurements xi,
i = 1, . . . ,N of some quantity X (e.g., [Mg/Fe]) have been made
with uniform precision. The null hypothesis H0 is that there is
just a single population with fixed but unknown mean abun-
dance µ (but possibly with some intrinsic scatter, assumed to be
Gaussian). Assuming that the measurement errors are unbiased
and Gaussian, the values xi are thus expected to scatter around µ
with some dispersion � which is essentially unknown because it
includes the internal scatter as well as the measurement errors.
The alternative hypothesis HA is that the stars are drawn from
two distinct and equally large populations, with mean values µ1
and µ2, respectively, but otherwise similar properties. In particu-
lar, the intrinsic scatter in each population is the same as in H0,
and the measurement errors are also the same. Without loss of
generality we may take µ = 0 in H0, and µ1,2 = ±r�/2 in HA, so
that the populations are separated by r > 0 standard deviations
in HA, and by r = 0 in H0. The only relevant quantities to con-
sider are then the (dimensionless) separation r � 0 and the total
size of the sample N.

The possibility to distinguish the two populations in HA de-
pends both on r and N. Clearly, if r is large (say > 5) the two
populations will show up as distinct even for small samples (say
N = 100 stars). For smaller r it may still be possible to distin-
guish the populations if N is large enough. Exactly how large N

must be for a given r is what we want to find out. Conversely,
for a given N this will also show the minimum r that can be dis-
tinguished. Given the true separation in logarithmic abundance
(dex), this in turn sets an upper limit on the standard error of the
abundance measurements.

The two simulated samples in Fig. 2 illustrate the situation
for N = 1000. In the top diagram (generated with r = 2.0) it is
not possible to conclude that there are two populations, while in
the bottom one (for r = 2.4) they are rather clearly distinguished.

Given the data x = (x1, x2, . . . , xN) we now compute a test
statistic t(x) quantifying how much the data deviate from the
distribution assumed under the null hypothesis, i.e., in this case
a Gaussian with mean value µ and standard deviation � (both
of which must be estimated from the data). A large value of t

indicates that the data do not follow this distribution. The null
hypothesis is consequently rejected if t(x) exceeds some critical
value C, chosen such that the probability of falsely rejecting H0
is some suitably small number, say ↵ = 0.01 (the significance of
the test).

It should be noted that H0 and HA are not complementary,
i.e., if H0 is rejected it does not automatically follow that HA

should be accepted. Indeed, there are obviously many possible
distributions of X that cannot be described by either H0 or HA.
Having rejected H0, the next logical step is to test whether HA

2



• Higher precision in abundances needed (than what current 
large surveys provide)


• Possible to do important elements with usually very weak 
lines such as e.g. Eu and [OI6300] that require high 
resolution, and more….


• Bulge and disk poorly explored in neutron-capture elements, 
unclear if the large surveys will be able to provide good 
enough data for e.g. Eu 

• +all the other excellent reasons presented at this meeting….

Large survey follow-up


