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Data volume grows exponentially Microprocessor clock rates have stalled …

And network bandwidth can’t keep up.

Data growth outpaces Computing Technology elements
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The Evolution of Demand

• FLOPs
• Extreme scale
• Bandwidth
• Network
• Message passing
• Accelerators

• General purpose 
processing

• Latency
• IO
• Large memory
• Accelerators

Technical
Computing

High
Computation

HPC

Big Data

High Performance
Data Analytics

HPDA

Genomics
Machine-
Learning
Transla-
tional  
Medicine
Seismic
UQ

Examples
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An Application Fingerprint:  Benchmark

 High Floating Point
 Very high use of SIMD instructions
 Low use of main memory bandwidth

Instructions per Cycle

Integer Instruction Ratio

Gflops

SIMD RatioDDR Hit Ratio

Read Memory
Bandwidth

Communications

Linpack
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The Diversity of Architectural Requirements

IBM Confidential



© 2015 IBM Corporation

IBM Technical Computing

7

The IBM Technical Computing strategy is to 
provide accelerated computing solutions 
with a data centric focus

The systems will employ heterogeneous (hybrid) 
architectures combining POWER host processors and 
closely-coupled accelerators (GPUs and FPGAs) in 
clusters of scale-out servers, to provide the most cost 
effective solutions for compute-intensive and data-
intensive problems.
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IBM Data Centric Design Principles

Principle 3: Modularity
– Balanced, composable architecture for 

Big Data analytics, modeling and 
simulation

– Modular and upgradeable design, 
scalable from sub rack to 100’s of racks

Principle 2: Enable compute in all levels of the 
systems hierarchy

– Introduce “active” system elements, 
including network, memory, storage, etc.

– HW & SW innovations to support / enable 
compute in data

Principle 4: Application-driven design
– Use real workloads/workflows to drive 

design points
– Co-design for customer value

Principle 1: Minimize data motion
– Data motion is expensive
– Hardware and software to support & 

enable compute in data
– Allow workloads to run where they run best

Architectural Elements
– Compute dense nodes for high efficiency
– Integrated compute and storage nodes for working set data and for data intensive work
– Common active network to offload remote computation and data transfer from the cores

Principle 5: Leverage OpenPOWER to accelerate innovation and broaden diversity for clients

The onslaught of Big Data requires a composable architecture for big data, complex analytics, 
modeling and simulation. The DCS architecture will appeal to segments experiencing an 
explosion of data and the associated computational demands

Relatore
Note di presentazione
HPC is increasingly data-centric, evolving 
From single “heroic” calculations to complex “multi-characteristic” simulations
From strictly batch to increasing requirements for real time predictive capabilities
Integrated system development required
Leveraging  innovative hardware/software components and technologies
Driven by the requirements of actual applications and complete workloads
In order to be affordable and sustainable, any “Exascale” effort must be tied to a roadmap of viable commercial products, an adequate, consistent and committed investment stream, and strong partnerships
Investment will be required to accelerate the timeline to reach “Exascale” levels of performance via Data-Centric Systems
Investment needs to start now
Although radically new hardware approaches may be required and even acceptable to meet some Exascale targets, we prefer a more evolutionary approach to software and programming model development
Cross-stack co-design with major partners will be key
Motivated by market and business drivers and mission critical workflows  
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Boards / Systems

I/O / Storage / Acceleration

Chip / SOC

System / Software / Integration

Implementation / HPC / Research

Complete member list at 
www.openpowerfoundation.org

Fueling an Open Development Community  
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Continued Investment in POWER

2014

12 Cores
SMT8
2X DPFP
PCIE Gen 3
Coprocessor (CAPI)
Enhanced Prefetch

NVLINK1.0
2X CAPI

Future 

 24 Cores
 New µArchitecture
 Direct-attach DDR4
 Gen4 PCIe
 CAPI 2.0
 NVLINK2.0 

2012

 8 cores
 Scale-out
 Accelerators
 2x SPFP
 Power Gating
 CPMs
 Extreme L3 Size

POWER7+
32 nm

567mm2

650mm2

POWER8
22 nm

POWER8+
22 nm

POWER9
14 nm

659mm2

2016 2017

POWER10
10 nm

 >>24 Cores
 New µArchitecture
 Future NVLINK

695mm2
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Key Close Partnerships

3.0

POWER8’

3.0

POWER8

4.0

POWER9

5 -2
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POWER Innovations – tighter integration with accelerators  

Memory

POWER8

PCIe

POWER Next

NVLink 1.0

Kepler
1.5TF

NVLink – couples CPUs and GPUs closely
5-12x PCI-E Gen3 bandwidth!

CAPI – Coherent Accelerator Processor Interface 
Hardware Managed Cache Coherence

Coherence Bus

POWER8

CAPP

PCIe Gen 3
Transport for encapsulated 

messages   _  

PSL

FPGA or ASIC 

• Example workloads:
– Monte Carlo
– Data compression
– Streaming 

compression/decompression

Relatore
Note di presentazione
All the Nvidia-related information is publicly available.   Nothing confidential.
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IBM Accelerated GZIP Compression

What it is:
 An FPGA-based low-latency GZIP Compressor & Decompressor with.

Results:
• Single-thread througput of ~2GB/s and a compression rate significantly better than low-CPU 

overhead compressors like snappy

Relatore
Note di presentazione
30% compression ratio.
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Monte Carlo Simulations
• Monte Carlo methods are used to price complex financial 

derivatives which in turn allows financial institutions 
determine the risk (e.g.VaR) of their investment portfolios

– Required by regulators of risk compliance
– Risk measures such as VaR are susceptible to underlining risk factors e.g.: 

• Interest rate changes
• Fluctuating exchange rates 
• Other relevant financial factors

• Joint demo with Altera at Impact & Feedback

• Internally demonstrated results
Running 
1 million iterations

At least
250x Faster
with CAPI FPGA + POWER8 
core

Relatore
Note di presentazione
Monte Carlo methods are used to price complex financial derivatives which in turn allows financial institutions to determine the risk of their investment portfolios. This is often required by regulatory agencies for risk compliance. In addition, most financial institutions have their own private, in house Monte Carlo that they maintain to stay competitive. These algorithms need to be updated frequently and are susceptible to market changes such as: interest rate changes, fluctuating exchange rates, and other relevant financial factors. 

Preimpact, Altera didn’t understand the potential –after witnessing the response, have since been far more aggressive and moved up their timelines for development. . Given VPN access to google previously to speed up development.

MC Demo - A collaboration across various organization: 
Watson Research
Product Engineering and Memory/Flash Development (Percy Gilbert)
Systems & Technology Group (Firmware & UX)
Algorithmics (an IBM company)< mathematicians 

John Liberty, Kurt Morrow <VHDL coding, and Dan Beece< Research, Algorithmics, and IBM company, 
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Cognitive Computing on Power8 + GPUs

• Cognitive system for the discovery of new Aluminum alloys
• New kind of application that combines Big Data & classic workloads
• Big data solutions (WDA) working with HPC back end to allow discovery
• C++ back end for compute of intensive kernel runs on P8+K80, in harmony with 

Big Data solutions (Cassandra + Titan Graph DB) on P8: high B/W + compute
• Answers in seconds  

Basic chemical element 
Correlation based on text 
Extraction (document view)
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Unleash New Storage Economics on a Global Scale

Note: Features market in red are planned for the future.

Disk

Tape
Storage Rich

Servers

Client workstations Users and applications

Compute Farm

Single name space

Site A

Site B

Site C

Flash

NFS

Map Reduce 
Connector

OpenStack  POSIX SMB/CIFS
Cinder Swift

GlanceManila

Multi-cloud Storage
Toolkit

Spectrum Scale
Automated data placement and data migration

Off Premise
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Features
• Auto rebalancing
• Only 2% rebuild performance hit
• Reed Solomon erasure code, “8 data +3 parity”
• ~105 year MTDDL for 100-PB file system
• End-to-end, disk-to-GPFS-client data checksums

Elastic Storage Server at a glance
• Software RAID on the I/O Servers

– SAS attached JBOD 
– Special JBOD storage drawer for very 

dense drive packing
– Solid-state drives (SSDs) for metadata 

storage
– No “storage controller”

• Deculstered RAID Fast rebuild
– Much lower rebuild impact
– Much longer MTDDL

Local area network (LAN)

GPFS

FileSystem
Block Size

Write  
GB/Sec

Read 
GB/Sec

16 MB 18.337 29.481

Leadship performance!



© 2015 IBM Corporation

IBM Technical Computing

19

IBM Technical Computing Software Portfolio

LSF

Application  
Center

Process 
Manager

Make

License 
Scheduler

Session 
Scheduler

Adaptive 
Cluster

MultiCluster

RTM

Analytics

Resource Integrations

Allocation Engine

Self-Service

Application Support

O
pe

ra
tio

na
l

M
an

ag
em

en
t

W
or

kf
lo

w
 &

 
Ap

pr
ov

al
sReporting & Chargeback

VM 
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H/W 
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Server Storage Network

Applications and Middleware

External
Clouds Data Center

Systems

Platform 
Desktop 
Harvestin
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Platform 
MultiCluster 
for 
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Platform 
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Symphon
y for 
GPUs

Platform Virtual
Server 
Harvesting for 
Symphony

Platfor
m 
Mana
geme
nt 
Conso
le

Platfor
m 
Enterp
rise 
Report
ing 
Frame
work

Platform Resource Orchestrator

Low-latency Service-
oriented Application 
Middleware

S
e
r
v
i
c
e 
I
n
s
t
a
n
c
e 
M
a
n
a
g
e
r 
(
S
I
M
)

Enhanced MapReduce 
Processing Framework

COMPUTE INTENSIVE DATA INTENSIVE

Platform 
Server 
Harvestin
g for 
Symphon
y

Platform Symphony Core

Platform Symphony
HPC Grid Services Management

Platform Cluster Manager – Advanced Edition
Dynamic HPC Infrastructure Management

xCAT + Platform Cluster Manager
Systems Management and Provisioning

General Parallel File System (GPFS)
File System Management

PE Developer Edition Client
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Parallel Operating Environment (POE)

MPI
PAMI

Applications

Pd
b 

D
bg

PE Runtime Edition 

Parallel Environment (PE)
Platform LSF

Workload Management
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Parallel Environment Developer Edition
Parallel Environment Developer Edition + Parallel Debugger for Design, Code, 
Build, Test

Key Features:

• High Function Eclipse Based Application 
Development Environment 

• C/C++/Fortran
• Parallel Tools Platform

• Supports IBM PE RTE, Platform LSF
• Customers can incrementally add software 

capability into their environment

Advanced IBM Development Tools:
• IBM HPC Toolkit for analyzing performance 

of parallel and serial applications. 
• XLC Compiler transformation report viewer 
• IBM PAMI assistance tools

What’s New:
• LSF scheduler/resource manager batch 

plug-in for PE DE Workbench IDE
• Ubuntu 14.04.1 Little Endian  (Non 

Virtualized)  
• Power8 Hardware Counters

Traceability across
the development lifecycle

Design Code Build Test Deploy
Deploy a 
collaborative 
lifecycle 
management 
infrastructure

Increase 
organizational 
agility by unifying 
teams across 
platforms
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POWER Acceleration & Design Centers (PADC)
• Germany

– IBM R&D Labs in Böblingen and Zürich, Research 
Center Jülich, NVIDIA Europe

Mission: 
– Suport scientists & engineers to target the grand 

challenges facing society using OpenPOWER 
technologies

– Create competence and knowledge for Application and 
Technology developers

• France
– IBM Montpellier Client Center, IBM Zürich Research 

Lab, Mellanox, NVIDIA
Mission:
– Expand the software ecosystem around OpenPOWER
– Increase computational performance and energy efficiency
– Advance the development of data-intensive research, 

industrial, and commercial applications
– Focus on direct customer porting and tuning
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Two super computers for Oak Ridge and 
Lawrence Livermore Labs in 2017. Sequoia (LLNL)

2012 - 2017
Mira (ANL)
2012 - 2017

Titan (ORNL)
2012 - 2017

Current DOE Leadership Computers

IBM Awarded $325M U.S. Department of Energy CORAL contracts

5X – 10X Higher Application Performance versus Current Systems

>100 PF, >2GB/core main memory, 800 GB/node local NVRAM, ~10MW
120 PB, 1 TB/s GPFSTM File System

Mellanox® Dual-Rail InfiniBand, IBM POWER® CPUs, NVIDIA®  VoltaTM GPUs
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Discussion
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ibm.com/technicalcomputing

http://www-03.ibm.com/systems/technicalcomputing/
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