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software system: technical architecture



The ASTRI Mini-Array project



The ASTRI Mini-Array project

Mini-Array

The ASTRI Mini-Array is an INAF project aimed to construct, deploy and operate a set of 9 Cherenkov
telescopes of the 4-meter class at the Observatorio del Teide in Tenerife (Spain) in collaboration with IAC.

The project involves more than one hundred researchers belonging to INAF institutes (IASF-MI, IASF-PA,
OAS, OACT, OAB, OAPD, OAR) Italian Universities (Uni-PG, Uni-PD, Uni-CT, Uni-GE, PoliMi) and
international institutions (University of Sao Paulo — Brazil, North-West University — South Africa, IAC —

Spain) ltalian and foreign companies are and will be involved in
coa | S the ASTRI Mini-Array project with important industrial
T return
ASTRI Board ’ * Wide-field stereoscopic observations in the 1 —
— 300 TeV energy band
Project Office .
T prncet o Restricted number of targets/deep exposures (>~ 200 h)
- — strong scientific cases
— e " e o  Galactic sources: wide FoV — multi-target fields
s,smming,-m Ws.-mtaanage, o  Extragalactic sources: study of a few promising targets
at >~10 TeV scale
System Work Packages SCi\(:?Ci?:ndErogram O Fundamental thSiCS
ork Packages . . v
NN W E— et | e Stellar Hambury-Brown intensity interferometry
Technology " - » . = =
. N P e in the visible band with very long baselines
== S—— e (hundreds of meters)




The ASTRI Mini-Array architecture Mini-ay

ASTRI Mini-Array

5 Infrastructure 6 Safety & Security ‘ ’ 7 Telescopes SICT ] 9 Software [ 10 Monitoring Characterization & Calibration ‘ 11 Logistics Support

l 6.1 Integrated Salcetly System ] ] 7.1 Mcchanical Structure Asscribly | | &.1 OnSile ICT l 9.1 Supervisury Control and Datd Acguisition I 1C. 1 Envirorinental Monitoring Systen l

] 6. 2 Integrated Security & Alarm System ‘ l /.2 Optical Assembly I 10. 2 Atmospheric Characterization System |

| 10. 3 Array Calibration Instrument |

e Infrastructure: parts to make the observational site suitable to host the telescopes of the ASTRI

Mini-Array.

Safety & Security: for the protection of people and site assets

Telescopes

ICT: computing/storage hardware, networking infrastructure, system services on-site and off-site.

Software

Monitoring, Characterization and Calibration: devices that allows the environmental monitoring

the atmospheric characterization and the array calibration.

e Logistics Support. hardware & software necessary for the preventive and corrective
maintenance of the ASTRI Mini-Array.

Name Author, Event Title, Place and Date 6



ASTRI-MA Layout

Mini-Array

ASTRI Mini-Array Layout
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Figure 19: Physical Architecture of the Mini-Array System at the AOS, including the AOS Data

O bse rvato rl o del Te I d e I n Center. The black lines represent standard network cables or optical fibers; the yellow lines

represent safety certified cables or optical fibers; the red lines represent white-rabbit certified 7

Te n e rife cables or optical fibers.



System Engineering and Software
Engineering: a common and
integrated approach



ASTRI-MA as a System of Systems

bdd[package] Logical Architecture [Logical Architecture/l/
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ASTRI Mini-Array
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Figure 3. System of Systems Building Blocks

Model Based System Engineering:
e SysML modelling with block diagrams of the PBS.
® Internal block diagram modelling for interface

management




S TER

Mini-Array

The logical model of the MA hardware system
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Mini-Array
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Software functional architecture:
context and main drivers
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Drivers Mini-ay

v

no human presence at the site during the observing nights.
The Mini-Array shall be operated remotely, from the Array Operation Centers (AOCs) available from different

locations, including one at the Array Observing Site.
Only one AOC shall control the array, while any others shall be restricted to a read-only mode, suitable for

monitoring.

-
N

. *MILANO

10 Gbit




Drivers/2

Mini-Array

- The shall be

—

by the Science User
The Software System shall be able to

4 automatically execute the whole sequence of operations needed to
perform an observation.

€ react to environmental critical and survival conditions in an automatic way
to put the array system in safe state.
All data (scientific and technical) shall be transferred to a remote data centre

located in Rome (Italy) at the end of each run, where they will be permanently
archived.

€ Any search for Cherenkov events detected in coincidence by more than one

telescope (stereo trigger) shall be performed via software off-line at the
Rome Data Center.

€ Data processing shall be carried out off-line at the Rome Data Center,
including the historical analysis of monitoring and logging data.

14
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Mini-Array

Drivers/3

« Acquired data for one night:
o ~3 TB of scientific Cherenkov RAW data
o ~30 TB of scientific Intensity Interferometry RAW data but only for 3
nights/month

« The system shall monitor at least 20000 distinct sensors
(“monitoring points”), at a rate of 1 Hz per sensor.



Software System Requirements and

External Review

N
2

Mini-Array

Q

External Concept review of Software System

Requirements docs: in March-june 2020,

passed

Science requirements System requirements

science cases Quality Plan

Operation plan | Schedule

Science Team Common Standards
SW - SE System

Name

Affiliation

Anna Di Giorgio (Chair)

INAF — IAPS Roma

Stefano Covino

INAF — O.A. Brera

‘ Eng

Software system requirements docs

ASTRI-MA Top Level Software Architecture:
- functional architecture and quality requirements
ASTRI-MA Top Level Use Cases:
- behaviour
ASTRI-MA Data Model:
- to support functional and behavioural views and support
for logical external/internal interfaces
Derived documents:
- ASTRI-MA Software Product Breakdown Structure:
- ASTRI-MA Glossary:

Paolo Di Marcantonio

INAF — O.A. Trieste

Marcello Lodi

FGG -TNG

Gianluca Chiozzi

ESO

e 198 RIXs, of which 31 discussed during the

review meeting

e Main recommendations:
o explicitly identify operations that can be

automatised

o provide a short and mid-term plan with
clear milestone for external companies

o complete maintenance use cases in
addition to science and operation use

cases

o use ACS concept to the whole architecture




Top Level Use cases + Data Model to software

architecture

K.1. UC-MA-010: Prepare an Observation

Summary and Scope: The Science User submits an Observing Project. The MA Science

Astronomer evaluates the Observing Project, and prepares and schedules it.
Authors: Andrea Bulgarelli, Fabrizio Lucarelli

Version: 1.0

Trigger:

Frequency: Many times

Phase:

Assumptions:

PRE-CONDITION CONSTRAINTS

Team/Support

The ASTRI Mini-Array System is ready for SVP or for nominal observations and engineering runs.

SCENARIOS

Basic Path. Prepare Observing Project for Execution

1. The Science User submits an Observing Project using the Science Support System. The Science User

specifies the Observing Strategy, that includes:

1. the Target;
the Observing Mode (e.g. Wobble) strategy;
environmental condition constraints;

Nk 0N

. tracking mode.

The Science User uses a Visibility Checker and a Sensitivity Calculator for the Observing Project preparation.

The Observing Project is stored in the Science Archive.
Observing Project submission.

Exception: 1a. Errors or problems in the Observing Project submission (See details below). Rejoins Main

Scenario at End.

2. The MA Science Team performs a technical and scientific evaluation of the submitted Observing Project. The

priority of an Observing Project is decided by the MA Science Team.
Observing Project evaluation.

The MA Science Team checks whether the Observing Project is technically feasible, whether there are

errors in the submitted information, and decides the priorities.

Exception: 2a. Errors or problems in the Observing Project (See details below). Rejoins Main Scenario at

End.

atmosphere characterisation constraints (NSB allowed range, Sky Quality allowed range);
time constraints (allowed time range, minimum requested time);
array constraints (e.g. precision pointing, zenith angle range, minimum number of telescopes);

cass Camera Data Model

Camera Data
Qualty Status

-

cmp Phase 1 Functional View V2.

The data model describes the purpose,
structural elements, configuration and
how data products relate to one
another and the properties of
real-world entities.

e describes the configuration of
the MA System

e describes the data and data
products exchanged

e describes the elements for
operations (observing plans,
executed runs)

v

ASTRI Mini-Array Software System

Y




ASTRI MA Software PBS and development See Federico Russo's

talk on ASTRI-Horn

approach heritage

Systems Supplier Heritage
Software system requirements docs SChoR
Startup System external company
Master Controller external company
Central Control external company
Array Data Acquisition INAF ASTRI-Horn
| SW System Engineer }7 Online Observation Quality | INAF Under development also for
. System CTA/ACADA
Customer Alarm System INAF ALMA Integrated Alarm
| SW Coordinator l System, also used for |
CTA/ACADA
Monitoring System INAF Under development also for
WP leader CTA/ACADA
Supplier (e.g. SCADA) Supplier :
-Leveln - -——4+——o— 0 —~~ —— —(—" — — —«— — - Logging System INAF Under development also for
Customer Customer CTA/ACADA
Operator HMI external company
sub-WP leader Telescope Control System INAF/external company ASTRI-Horn
(e.g. MON) Z e ‘
- SW R tmosphere /external company
Suppller \—‘ SuPpller Characterisation Control
- Leveln4+1 -——-———-p—p——— - —————— - System
Customer Customer
Array Calibration Control INAF/external company
System
Data Processing System INAF/consultant ASTRI-Horn
HW sw @ Science Gateway System INAF ASTRI-Horn
-Leveln+2 - ———-——"7-"7-1-"-"--"---+--—--"—"-"-—--"&------"-":$:
Simulation System INAF ASTRI-Horn
The Customer/Supplier relationship Archive System INAF ASTRI-Homn
Local Control Software INAF/external company ASTRI-Horn

18



Context and main systems

&/

Mini-Array

SCADA (Supervisory Control and Data mmm—" )
Acquisition) System controls all @ Q Q
operations carried out at the sl
Mini-Array site and data acquisition, A B P
monitoring and alarms. & v ¥

Data Processing System to calibrate,
reduce and analyse the data, and
checks the quality of the final data
products. For Cherenkov and
Intensity Interferometry data.
Science Support System for
Observing Projects and observation
plans preparation, dissemination of
scientific data and science tools
Archive System provides a central
repository for all persistent
information of the MA system.
Simulation System plays a central
role in configuration and data
processing

Supervisory
Environmental
'\1‘”m'orm __| Controland Data__
ditions _ '8 _ ~Z7| Acquisition Systent
sE T
LA

- /7;777

Science

at

O:TEAST BIDMi li-Array Software System

s -
- | < Atmosphere
=~ Characterisation

= <
~ \
SN
«System»
Science Support
System
N
I

V
a «System» }‘;‘ «System» = ‘
o Archive System — |_~_ _ __ ~ Data Processing |

<< = < = e

Host Interfaces
7 A
/7 \ .
/ X !
’ N\ |
|
= -
— —t Teide
‘ Observatory
Configuration Manager Maintenance Engineer
/




Deployment in operation

deployment Deployment View Nominal Phase

Mini-Array

Array Observing Site (AOS) Data Center
«System» datal . . transfer: %:] «System» «subsystem»
:Supervisory ->> Local Bulk :Data Processing ot :Simulation System
Control and Data Repository < System
_| Acquisition System T
e S | -
= T A\ ' 7
alldata ~ I | %
2 \A | V 1//
«System,temporary» scheduling blocks, = <;‘5.V5t:m>; Ll e g]
onsite: Archive System configuration AILTIVE JYSIein Support System
S~ =
/
. v \ it 1
g \\ \ 7 ///7 [ N
/ \ \ / [ )
' N \ Y L4 h \
i \ \\ info on data transfer
/ \\ \\ ,/ /’ @Rome
g \ \ / /
/ \ /
G M \ 7 / :Science User
\ \ /
@Teide Ij \ N |4 4
\
\
N Array Operation Center (AOC)
\
\
\ -~
3 -
AN - = =~ 7 " wusen :Astronomer On-
\ « »
¢ Duty
\ remote:
by Operator HMI <~ _
«use» e O %
:Operator

During the AIV phase
a subset of the Data
Processing system
will run on-site
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Science

vice ]
Science Arc hive

Science

Scheduling Data

L aEe Block Model

{ B 1 ]
«night operatigns»
\
(from

Science

«System» \
Supervisory Control and Data Acquisition Systém

« control operations carried out at the Mini-Array site, \ ———— ]
executing all kinds of Scheduling Blocks; i N
« startup of the Mini-Array system; Qe SR oo
» interfaces and communicates with all equipment;
« acquire data and other information, by means:
— Array Data Acquisition acquires Cherenkov :
Cameras, Intensity Interferometry modules, and | “wo =g o s

Atmosphere Characterisation system data; s O 0
t--->D>—FJew S —@ - = Wt

— Online Observation Quality focuses on ongoing M
problems and status of the observations; o Oy
— Logging, Monitoring and Alarm systems monitor 3> e T
the overall performance of the systems through the | . | oooih oo Al
acquisition of environmental, monitoring and logging | | =1 woe E
points and alarms from instruments and generates | ... " oo HT o
status reports or notifications to the Operator; o o e
« Alarm system: ALMA Integrated Alarm System: | | =
https://integratedalarmsystem-group.github.io/

ATM




The SCADA software system:
technical architecture



SCADA control software, ACS and OPC-UA

Mini-Array
System Subsystem Assembly Assembly Device
Device Control System ]
1
| Central Control receives and '
interprets the Observing Mode SC A D A L, 1 Actuators
LD GETTEE ATRAIEE [ Mount Control System T » TCU —> )
the telescopes and other A L| [Devices Control System ]
dlelies. Lo Telescope Control _ :
. » System (TCS) \ A = Sensors
Camera Control System ———— Camera Local Control : ] 7
L —
Atmosphere System Camera Devices Control
Central Control | «—— |[«——> | characterisation Control 2 System
System
Telescope
S S EA T e SCADA system interacts with Local
5 » | Array Calibration Control controls the
Syst: H
| o Telescope Control Systems that provide OPC-UA
Subsystem

server interfaces
ACS OPC-UA * SCADA has only OPC-UA clients: Alma

Power, Networking, Tining Common Software (ACS) is the general
framework for the Control Software
“OPC-UA client side” and to monitor all
software sub-systems

® ACS monitor all running software components.
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System Configuration DB (SCDB) TR sy

* The controlled system and all interfaces are described in a System Configuration DB common
to all Mini-Array Software System (e.g. simulation configuration, configuration for data
processing, assemblies to be controlled, all interfaces)

— A common database schema exists for all the subsystems. This eases operations as the
development and maintenance of the database structure can be controlled by a small

group of experts all allow to have information and data formats that are standardized
across all subsystems.

Product Tree

SCDB

Calibration
parameters

Interfaces

Location

Runtime

Monitoring points

Serial Number Alarms conditions

Software Module

Available




ACS and Kafka

deployment Workflow

Data Alarm

«subsystem»
Array Data
Acquisition

«IAS p'luginx-

«subsystem»
Alarm System

%

MON LOG

|
I
I
|
|
I
|

«MON plugin»

1
|
|
|
|
|
I
I
|
|
I
|
|
|
]

«assembly»
Assembly

1
OPC-UA commiunication

protocol. SCAdA side
there are only IOPC-UA
dients |

\ «ACS T,

\Componen'rl ¥
< \ \ J4ACS
«ACS N \ ! Component»
\ «ACS ] P
Component» SR
\ Componetm:-/
§iy
vV i
A !
Ay /
N
«subsystem»

System

vV

«subsystem»
Monitoring System

gt
«subscribe»

I
|
|
|
I
|
|
|
L

«Kafka topic»
ALARM

o0 «publish»

T
1
1
1
|
1
1
1
|
1
1
l
|
1
«publish» «service» %i]
: Alarm Archive
1
" e
l ——
1
[
1
1
1
1

Telescope Control

Mini-Array

I
«subscribe»
I

1
«subscribe»
1

Vv

> «Kafka topic»
MON

«subsystem»

Online

Observation
Quality System

5]

«subscribe»
or

2R

«service»
Monitoring Archive

/ \
«night operations»
Operator,

\
i,
Cassandra DBMS \4

/! «subscribe»

____________________________________ >

«subscribe»

«HMI»
Operator HMI

* Alarm, Monitoring, Logging,
Observation Quality System are
producer that publishes on a
Kafka topic
— Any subsystem can be a
consumer connected a Kafka
topic

— Alarm and Monitoring are
independent from ACS but
communication with ACS
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Development & Quality

Mini-Array

lterative - Incremental Development Approach SOFTWARE QUALITY ASSURANCE
& .
O GOAL .o,
PRODUCT PROCESS

° ’ S
Develop ‘ ] i 55
Develc?pment tools: « Deliverables (sw/ « Planning and
- git _ repo / docs) requirements
- Jenkins  test activities (unit, » Activities monitoring
- Enterprise Architect for requirement management, Cl, ..) and control
system engineering, software engineering « Verification «  Problem reporting and
« Validation corrective actions
Software will be developed in an incremental *  Acceptance * Reviews and

way in different phases, increasing * Maintenance Milestones

automation and complexity for each phase. %
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Conclusions

Mini-Array
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SW project steps: '

ASTRI Mini-Array ASTRI Mini-Array ASTRI Mini-Array

[ ] C t t i A -— O t Use Case Document of the Software Requirements Specification of Software Design Document of the
u r re n S e . u C the System System

System

— general project organisation (sw
management and development e e
plan) = S e =

— production of templates for WPs B

[ ] [ ] [ A iformaton contind i document s sroperyof NAF. Al fhs roseved

ASTRI Mini-Array

- Next step: Nov 5, kick-off for the design
and implementation Of Su b_WP Y 3, [ . ABTRE | oot ASTEE| ...

softwares . ‘

- Prepare industrial contracts for . o ST MATy

Software Interface Control Document
System System Template

software
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