
    Dell, The Cloud, and  
    the Software-Defined Data Center 

Paolo Bianco 
Sales Engineer, Dell 

18.09.2014  |  Pula (CA), Italy 
Workshop ICT @ INAF 



 

Dell Worldwide 

Financial Highlights 
  
• Rev 56,9 B$ (last 4Q) 
• C ash and Investments at $15.3B 
• Average Inventory days: stable at 3 
• 27 C ompanies acquired FY- 09-13 
• Nr. 44 in Fortune500 

A real Global presence 
  
• 109.000+ employees 
• Business in 180 countries 
• 42,000+ service professionals   
• 8 Factories 
• 21 Enteprise C enters 
• 10 Solution C enters 

Go-to-Market 
 

• Both Direct and Indirect  
• Build to O rder 
• 80%+ revenue with Business 

C ustomers 
 

Key facts 
 

• 200.000+ systems shipped daily 
• T he “Greenest” C omputer company, 

the first “C arbon neutral” 
• Ranked # 1 vendor for C ustomer 

Satisfation in 29/37 Q according to 
T BR cust sat survey 

• Unparalled In- Factory 
customization capabilities 
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South 
Named Customers 

North 
Named Customers 

Small 
Business 

• Sales Engineering (Pre- sales Consultants & 
Specialists) 

• Professional Services (PM, Solution Architects, 
Technical Consultants, Managed Services) 

• Support Services (Tech. Account Manager, Technical Support) 

Dell Italy Organization 

• Channel 

Dell Italia 



 

1IDC Worldwide Quarterly Server Tracker, Q1, 2014 
2http:/ /www.infoworld.com/slideshow/135876/ infoworlds- 2014- technology- of- the- year- award- winners- 234225# slide26 
3The Dell PowerEdge M520 is the world’s most power efficient blade server based on SPEC testing. SPEC and the benchmark name SPECpower_ssj are trademarks of the Standard Performance Evaluation 

Corporation. Based on benchmark results based on best SPECpower_ssj2008 results published as of July 2014. For the latest SPECpower_ssj2008 benchmark results, visit 
http:/ /www.spec.org/power_ssj2008/ results/power 

ssj2008.html. Actual performance will vary based on configuration, usage and manufacturing variability. 
4PowerEdge M420 quarter- height server compared to half- height servers. 

Dell Servers 
Compute solut ions from office scale to hyperscale 



 

Dell Networking—Transforming the 
Enterprise Market Share Growth* 

# 3 in 40 GbE switching, outgrew market 
# 3 in blade switching (10G), fastest growth in the industry 
# 2 in 10G Base-T switching (Server attach) 

 
Innovat ion & thought leadership  
• Open Networking & Software Defined -  Only IT vendor to 

provide a choice of OS & a migration path to SDN 
• Industry leading Plat forms for Fabrics & converged racks 

Solutions architected for new IT -   industry recognition on 
ALL new data center platforms announced in 2013 & 2014! 

• Mobile Enterprise—Complete refresh of wired, wireless & 
chassis switching for the modern campus 

* Source:  Dell’Oro  2014, Q1 & Q2  

24,000 
new customers CY13 

15+  
End- to-End 
Solut ions 

(Pan Dell & Enterprise) 

Market-beat ing 
Growth (3X) 

3M+ 10 G  Ports shipped  
1M+ 10 G  ports in C Y13 

CY13:  ~3x the market*  

Relatore
Note di presentazione
 



 

The Cloud  
and The  
Software-Defined  
Data Center  
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Cloud Computing Defined 
 

Cloud computing is a model for enabling ubiquitous, 
convenient, on-demand network access to a shared pool 

of configurable comput ing resources (e.g., 
networks, servers, storage, applications, and services) that can 

be rapidly provisioned and released with minimal 
management effort  or service provider 
interact ion 

US National Institute for Standards and Technology 

http://csrc.nist.gov/publications/nistpubs/800-145/SP800-145.pdf 

Relatore
Note di presentazione
or in a nutshell…
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Cloud models & approaches 
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Operated and hosted by 
an enterprise IT 
department or external 
provider 
• Exclusive use by the 

organization  

• Host applications and IT  
services within a single-
occupant datacenter 

Private 
 
Link disparate clouds 
together 
• C onnect multiple c louds 

• Move workloads between 
c louds 

• C onnect data across C louds 

Hybrid 
 
Open to mult iple orgs 
and individual users on a 
shared basis  
• Minimizes initial capital 

investment 

• Blends agility  & effic iency 
with massive scalability 

• C omputing resources are 
owned and operated by a 
third- party provider 

Public 

Target: Tradit ional IT –  Server, Storage, Network, O S, Virtualization 

Target: Developers –  database, middleware & infrastructure software 

Target: End users –  C ollaborative, Engineering & Manufacturing Apps  

Infrastructure 
as a Service  

Plat form 
as a Service 

Software 
as a Service 

IaaS 

PaaS 

SaaS 

D
el

iv
er

y 

Relatore
Note di presentazione
or in a nutshell…
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IaaS, PaaS & SaaS 
 



• Applications that benefit from cloud characteristics 
– horizontal scalability /  cloud bursting 
– very dynamic /  on- demand 

› batch, fluctuating traffic,… 
› projects, launches, temporary needs,… 

– high availability requirements 
– Disaster Recovery (DR) –  depends on details(!)… 

• What migth be less suitable? 
– high performance requirements 

› esp. storage 

– applications that just scale vertically 
– applications that work with confidential data 
– applications with large data capacities 
– applications that are hardware- dependent/ - optimized 

10 

What are the right workloads for the Cloud? 
 

needs further 
investigation 

Relatore
Note di presentazione
Now we‘ve a hybrid cloud to work with – what workloads go where?Some workloads are very well suited for (public) cloud deployments;others need more investigation – make sure you understand the customer requirements…;-)



 

HPC in the Cloud 

• Network /  Latency 
– std. clouds usually have 1/10 GbE 
– High Speed / low- latency might be necessary 

› 40GbEth, Infiniband, low latency switches 
 

• Compute Efficiency 
– heavily depends on compute model (i.e. workload)! 

› hardware- specific programming (drivers,…) 
› parallel programming /  userspace communication 

– applications that need to bypass the O S kernel and 
communicate directly with remote user processes 

 
– G PG PU C omputing 

› pass- through with  Xen HVM hypervisor & NVIDIA G PUs today 
– VMware, KVM, etc .:  not yet (or tech previews) 

› check white paper from Indiana University and Information 
Sciences Inst itute (ISI), University of Southern California:  
Enabling High Performance Computing in Cloud Infrastructure 
using Virtualized GPUs 

– test using O penStack is planned 
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http://grids.ucs.indiana.edu/ptliupages/publications/13-gpu-xen.pdf
http://grids.ucs.indiana.edu/ptliupages/publications/13-gpu-xen.pdf


 

HPC in the Cloud – Storage Considerations 

• Parallel file access /  high IO bandwidth 
necessary 
– Lustre, Gluster, pNFS,… 

› mounted locally in VM 
– fast storage network! 

› again: IB, RoCE (10/40GbE) 
– potential architectural overhead when block 

and/or object storage is needed as well 
 
 
 

• …so: this HPC cloud will probably look 
very different from a standard cloud… 
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Hadoop vs. HPC Clusters 
Two Forms of Distributed Computing 

HPC Cluster 
• Parallel File System 

• High throughput 
• All nodes can access all data 
• Compute-centric workloads 

Hadoop Cluster 
• Distributed File System 

• Global namespace (ingest!) 
• Nodes just work on local data 
• Data/ IO-centric workloads 

Task/Job 
Distribution 

Data Access 
(e.g. Infiniband) 

Task/Job 
Distribution 

Data Access 
(local!) 
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Relatore
Note di presentazione
Marcel 
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Defining “software-defined” 

SDN 

SDS SDC 

SDE 

Data 
plane 

Control 
plane 

Tradit ional 
system 

Purpose- built 
hardware & software 

General- purpose hardware 

Software-
defined 

Open standard, 
e.g., OpenFlow 

Next- gen compute block 

Purpose- built function virtualized 
in general- purpose hardware 

delivered as a service 

The basics 

The capabilit ies 
• Compute 
• Storage/availability 
• Networking/  

security & management 

The benefits 

• Automated & 
simplified 

• Unlimited agility 
• Maximum efficiency 
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Software-defined Compute? 
Virtual Servers! 

Better resource utilization for each server 

Host 1 Host 2 Host 3 Host 4 

VM 

Hypervisor 
(VMWare ESX, Citrix XEN Server, KVM, etc.) 

Hardware abstraction for each server 

Relatore
Note di presentazione
to better understand the underlying technologies we use to build a cloud let‘s first take a look at a legacy virtual environment



 

 
 
 
 
 
 
 
 
 
 
 
 
 

• The result is an extremely dynamic, 
manageable, cost-effect ive, and 
adaptable architecture that gives 
administrators unprecedented 
programmability, automat ion, and 
control.  

 
 
 
 
 
 
 
 
 
 
 
 
 

• SDN is a new approach to 
networking in which network 
control is decoupled from the data 
forwarding function and is direct ly 
programmable. 

16 

What is SDN really? 
SDN according to Open Networking Foundation (ONF) 



 

Programmatic solut ions Virtualizat ion/  
cloud-oriented Controller solut ions 

Evolve the network from 
the hypervisor out 

Employ open standards for 
control and applicat ion 

Enable server- like 
programmability 

Software Defined Networking 

Dell Open Networking • Enterprise-class infrastructure • Global services and support  

Relatore
Note di presentazione
Tom to present:Open Networking is at the heart of what we do to enable Software-Defined NetworkingOur goal here is simple...embrace SDN every which way and offer customers maximum choice and flexibility as they advance their infrastructure in that directionSome will approach SDN seeking greater programmability (Cumulus, Dell Networking)…others will approach SDN from a virtualization/cloud bias…and others more from a controller-based architectural viewEach approach is valid, we aim to support them all

https://www.google.com/url?q=http://www.vmware.se/company/news/mediaresource/logo_guidelines&sa=U&ei=Az1hU4CnGKHH2QWmpYHoDQ&ved=0CC4Q9QEwAA&usg=AFQjCNGPX_l4dgN3VrJPP0awI-PgL9sVKA
https://www.google.com/url?q=http://asklogo.com/show/detail/R/red-hat-logo&sa=U&ei=YD1hU_iwGenT2wWOo4HQDw&ved=0CDIQ9QEwAg&usg=AFQjCNGaToX8iiXrwG87MOONQOwUF7Ofqw


 

Software-defined storage is an emerging 
paradigm 
- a technology that  decouples the 

basic elements of a storage 
system 

Mult iple Implementat ions 

HyperConverged/  
CompuStorage 

Software-only Virtual Appliance 

Physical Appliance 

 

Customer expectat ions 

 Data Services -  Management, 
Automation  and Orchestrat ion 

 Flexibility 

 Cost  

 Scalability  

 Reliability  

VMware VSAN, 
Scale Computing, 
Hadoop, Nutanix 

C urrent 
arrays like 

SC , PS, MD 

Nexenta, Inktank 
Ceph, MS Storage 

Spaces 

Relatore
Note di presentazione
SDS is a key component of Software Defined EnterpriseSDSNot a productA technology that decouples the basic elements of a storage system – the storage hardware and storage softwareMultiple Implementations:Multiple architectures for SDS with emphasis on different capabilities and to a great degree reflect the GTM strategy of the vendorCompustorage clusters:Combine storage management and application compute on the same platform. This provides the benefit of having the data close to the application compute resource and reduces the number of hardware components in the solution. Ex: VMware VSAN, Scale Computing, Hadoop, NutanixPhysical Appliance:These are traditional storage arrays – i.e. Compellent. With integration with hypervisors and applications these solutions provide many of the benefits of SDS and also have proven data protection and reliability.Some vendors are building layers on top of the appliance allowing for separation of the control plane from the data plane to give the user the ability to control the placement of data in abstracted devices based on data heuristics. EMC is leading this effort which allows them to protect their platform revenue while providing some of the benefits of SDS. Ex: EMC ViPR. And there are some other vendors who offer a device between the servers and storage array that abstract the physical location of the servers LUNs providing abstraction to the unique characteristics of the arrays and enables data movement and common storage management. Ex: IBM SVC, EMC vPLEX, HDS VSP, NetApp vFilerSoftware Only:Functionality is delivered in a software package that can be run on “any server”. Essentially these are build your own storage system / array. The architecture is similar to commercially available storage arrays but allow the customer to purchase hardware independent of the software. Ex: Nexenta Nexentastore, Inktank Ceph, MS Storage SpacesVirtual Appliance:Virtual Storage Appliance provide traditional storage array functionality in a virtual machine. These provide the same UI and features as the “like” physical appliance and provide hardware independence. Integration with Hypervisor is dependent on the vendors solution. Ex: HP Storevirtual (Lefthand), NetApp Ontap EdgeThe different architectures / products do a varying job of delivering the attributes that customers are expecting from SDS. Customer Expectations:Data Services - Management, Automation and Orchestration:Customers want utmost flexibility to manage their storage needs. With the growing popularity of cloud and XaaS, customers want Storage as a Service. Customers are looking for solutions that are easy to manage on a day to day basis. They are looking to automate tasks to reduce the time and steps required and minimize the knowledge required to administer storage. They want to provision and manage their portion of the infrastructure based on heuristic requirements. SDS aims to offer this level of management, automation and orchestration to deliver storage as a service.Cost:With the explosion of data, customers are looking to store more on less. They want to reduce storage costs. SDS provides a solution via abstraction from the physical storage hardware. This provides the ability to use storage solutions from different providers, deploy the solutions on standardized technologies and provide common simpler architecture and management. Scalability:Customers’ data is growing at an unpredictable pace. They want their storage infrastructure to adapt to this growth. They want the solution to grow after it is in production. Solutions that require architectural changes at points in the growth curve can be very disruptive to IT. SDS aims to offer “unlimited” storage capacity with a scale-out storage architecture. Customers can add storage without disruption as their businesses grow, as their data grow.Reliability:Storage reliability and data protection have been foundational for storage providers for a long time. There is an adage in IT, a lot of things can go wrong in a data center, but if I have my data things will be OK i.e. I will keep my job. There are business applications whose data is more important than cost or performance. Traditional architectures provided reliability via hardware. Modern architectures provided reliability via software and hardware. SDS aims to provide the reliability completely via software without depending on the underlying hardware.



 

Dell value-add 
Available now 

 
 
 
Dell solut ion 
• End- to- end stack: 

PowerEdge Servers, HBAs, 
Drives, and MD1400, 
MD1420 and MD3060e 
storage enclosures 

• JBOD monitoring 
• Collaborative support and 

services 
 
 
Target users 
• Existing Microsoft 

customers including 
hosters, and Test & Dev 
environments that need 
cheap and deep storage 
 

 
 
 
Dell solut ion 
• PowerEdge R- 730XD  and 

Dell Networking to provision 
and configure the Ceph 
cluster and integrate with the 
OpenStack platform 

• Solution certified via the Dell 
Technology Partner Program 

• Collaborative support and 
services 

 
Target users 
• Advanced private cloud, 

public cloud users looking to 
add scalable storage to their 
environment 

 

 
 
 
 
Dell solut ion 
• Simple bundled HA solutions 

from 44TB to 1.5PB raw 
capacity 

• Six bundle options 
Collaborative support and 
services 

 
 
 
 
Target users 
• Software based file storage -  

customers who like the 
flexibility to choose the 
hardware  

• Customers who want ZFS 
based storage 

 

Storage Spaces 

Relatore
Note di presentazione
Spaces, Ceph and maybe Nexenta examples

https://www.google.com/url?q=http://commons.wikimedia.org/wiki/File:Dell_Logo.png&sa=U&ei=RPFWU7XdMOHN2AXEv4CgCQ&ved=0CC4Q9QEwAA&sig2=062sugCV5PoJE4huY6gfQA&usg=AFQjCNFGq5NQboXU_Xg7NrxDAJrUX185Dg
https://www.google.com/url?q=http://commons.wikimedia.org/wiki/File:Dell_Logo.png&sa=U&ei=RPFWU7XdMOHN2AXEv4CgCQ&ved=0CC4Q9QEwAA&sig2=062sugCV5PoJE4huY6gfQA&usg=AFQjCNFGq5NQboXU_Xg7NrxDAJrUX185Dg
https://www.google.com/url?q=http://commons.wikimedia.org/wiki/File:Dell_Logo.png&sa=U&ei=RPFWU7XdMOHN2AXEv4CgCQ&ved=0CC4Q9QEwAA&sig2=062sugCV5PoJE4huY6gfQA&usg=AFQjCNFGq5NQboXU_Xg7NrxDAJrUX185Dg


 

Dell Nutanix partnership 

Target Markets 
• Simple, scalable & high 

performance for VDI 
• Mid- market virtualization for 

departmental/branch offices 
• Multi- hypervisor environments 

and migrations 
 

Key Benefits 
• Designed  for virtualization 

administrators 
• Simplic ity of sizing, deployment 

and management 
• ESXi, Hyper- V, and KVM 

hypervisor support 
 

Dell Value-add 
• Bundles for multiple virtualized 

workload types 
• End- to- End VDI c loud c lient-

computing solution 
• C ustomer satisfaction leader 

for x86 servers  
• Dell Installation & 

Implementation 
• ProSupport w/ C ollaborative 

Nutanix SW Support 
 

https://www.google.com/url?q=http://commons.wikimedia.org/wiki/File:Dell_Logo.png&sa=U&ei=RPFWU7XdMOHN2AXEv4CgCQ&ved=0CC4Q9QEwAA&sig2=062sugCV5PoJE4huY6gfQA&usg=AFQjCNFGq5NQboXU_Xg7NrxDAJrUX185Dg


Connects to apps via APIs 

APPS 
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The Cloud Operating System 
Manage the platform - not the VM… 

Creates pools of resources Automates the network 

Self- service for users 

USERS ADMINS 

      Cloud Operating System 

Relatore
Note di presentazione
to handle this we need to follow a new approach – manage the data center like a system…or:Manage the platform - not the VMTo achieve this we need something like a Cloud Operation System – a platform that offers resource pools, hides the complexity and helps to automate workflows�(and yes: this sounds a lot like ASM!)…and: offers a Self-Service Portal for users to deploy their VMs themselves!(yup – that‘s new)
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What is in OpenStack? 
• A collection of projects developed and 

maintained collaboratively by a large, 
active community; e.g.: 

• Compute (Nova) 
• Storage (Swift & Cinder) 
• Glance (Imaging) 
• Horizon (Dashboard) 
• KeyStone (Authentication) 
• Quantum/Neutron (Network service) 
• Heat (Orchestration) 
• Ceilometer (Metering) 

 

• Basic requirement: “it must be simple to 
implement and massively scalable.” 



 

Proven solut ions 

Dell OpenStack-Powered 
Cloud Solutions 

“Dell’s commitment to 
OpenStack and their team with 
deep expertise in Data Center 
Solutions is the foundat ion for 
a great partnership.” 

Ben Cherian, General Manager of 
Emerging Technologies, DreamHost 

Elast ic , vast ly scalable and designed 
to handle massive data loads 
• Tested, validated, and innovative designs 

in infrastructure, software, and services 
• Develop, deploy, and deliver your 

cloud environment 
• Quickly offer new cloud services, lower 

software licensing costs, and help 
mitigate the risks of cloud computing 

OpenStack Cloud operat ing system 

Dell-developed Crowbar Software* 

Dell PowerEdge C-Series and 
R-Series servers 

Force10 or PowerConnect Switches 

Reference Architecture 

Deployment Guide 

Dell Service and Support  

Proven components 
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Relatore
Note di presentazione
Dell has a complete solution for OpenStackIt consists of Crowbar* (incl. Dell hardware specific barclamps), the software stack, compute and/or storage servers, network and services (support, implementation). We‘ve also developed a reference architecture for OpenStack on Dell infrastructure.This depends on implementation!



 

Dell |  Intel | UniPisa | SNS 
Competence Center 
• Launched in may 2013 

 
• HPC & Cloud Competence Center 

– One of the largest iSCSI storage 
solution in Italy 

– Distributed Datacenter implementation 
 

• Research and Development on new 
technologies and solutions 

• Academic training on Intel Xeon Phi 
Programming 

• Certified Academic Networking 
Training Center 

• Available for Proof-of-Concepts 
 
24 



 

HPC 
• Testing with Lustre 

FS, EQL and PV 
storage 

• DreamsLab 
• chemical research 

Storage 
• iSCSI storage 
• 750TB 
• Unified Storage 

Solution 

10/40GbE 

2,5km 
23km 

Networking 
• Distributed 

solution 
• Low- latency Data 

Center Network 

Converged 
Infrastructure 
• Full blade solution 
• Storage, Compute, 

Network 

Software-Defined Data 
Center 
• Dell | Intel Platform 
• VMware technology 
• Distributed Data Center 

Cloud Framework 
• IaaS 
• OpenStack 
• Cloud- scale 

applications 

Cloud Framework 
• IaaS 
• Crowbar 

integration 
• Virtual Server 

management and 
deployment 

Hybrid Cloud 
• Microsoft stack 
• Hybrid Cloud 

deployment 
• DR, online back- up 

DC extension 

Computing 
Acceleration 
• C8000 servers 
• Xeon Phi 

accelerators 
 

Virtual Desktop 
• VRTX /  FX2 back-

end solution 
• Dell Wyse end-

points 

Branch Office 
solutions 
• Data Center in- a-

box 
• Unified 

management of 
remote solutions 

Code Optimization 
• HPC 
• Xeon Phi 

programming 
 

http://www.dell.com/learn/us/en/555/solutions/red-hat-openstack
http://www.dell.com/learn/us/en/555/solutions/suse-openstack


Thank You! 

Paolo Bianco 
Sales Engineer 
paolo_bianco@ dell.com 
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